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Convergence of Blockchain,  
AI and IoT

Convergence of Blockchain, AI and IoT: A Digital Platform discusses the 
convergence of three powerful technologies that play into the digital revolu-
tion and blur the lines between biological, digital, and physical objects. This 
book covers novel algorithms, solutions for addressing issues in applications, 
security, authentication, and privacy.

	• Discusses innovative technological upgradation and significant 
challenges in the current era

	• Gives an overview of clinical scientific research that enables smart diag-
nosis through artificial intelligence

	• Provides an insight into how disruptive technology enabled with 
the self-​running devices and protection mechanism is involved in an 
augmented reality with blockchain mechanism

	• Talks about neural science being capable of enhancing deep brain waves 
to predict an overall improvement in human thoughts and behaviours

	• Covers the digital currency mechanism in detail
	• Enhances the knowledge of readers about smart contract and ledger 
mechanism with artificial intelligence and blockchain mechanism

Targeted audiences range from those interested in the technical revolution of 
blockchain, big data and the Internet of Things, to research scholars and the 
professional market.
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Preface

The world is growing with technological and scientific developments which 
provide intense benefits in human quality of life and economic growth. The 
availability and manipulation of data is a crucial area. The three main aspects 
in data science, blockchain, IoT and artificial intelligence, are combined with 
with different aspects which shows some similarities when we focus more 
deeply. Convergence of Blockchain, AI and IoT: Digital Platform discusses a trans-
formation in the digital world to a new revolution in the computing world.

At its core, the optimization of the Internet of Things with its resilience 
and reliability mechanisms is discussed in this book. The deep brain mech-
anism involved in this book discusses the next-​generation innovation in 
industrial aspects of the blockchain mechanism. The future enhancements 
with the convergence of these three technologies will enhance economic 
growth with digital currency and clinical diagnosis. This book also enhances 
strategic technological trends through spectrum computing and smart con-
tract techniques. The swarm intelligent mechanism described in this book 
provides a diversion to artificial intelligence towards blockchain. The key 
concepts of this book will provide a futuristic overview towards the reader 
about the new technologies and their combination with realistic nature in a 
wider sense in this digital world.

This book is categorized into seven general areas:

1:	 Optimization of the IoT through Artificial Intelligence
2:	 Fundamentals of the IoT, AI and Blockchain
3:	 Transformation of Artificial Intelligence towards the IoT
4:	 Transformation of Artificial Intelligence towards Blockchain
5:	 Technological Transformation of the IoT towards Blockchain
6:	 Futuristic approach to the IoT, AI and Blockchain
7:	 Revolutionary Aspects in the Digital World
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Introduction

The digital revolution is characterized by the convergence of technologies 
which are rapidly advancing the fourth industrial revolution and blurring 
the lines between physical, digital and biological objects. The fourth revolu-
tion is evolving at an exponential rate which cannot be compared with any 
previous technologies. AI and the IoT employ interactions and operations 
in various fields such as home appliances, autonomous vehicles, nanotech-
nology, robotics, cognitive systems, self-​driving cars and wearable devices. 
The potential of blockchain technology is realized in many sectors now-
adays as security plays a vital role everywhere. There has been a tremen-
dous increase in the usage of AI and IoT technologies by various companies. 
AI has huge potential to identify the patterns and anomalies in the data 
generated by IoT sensors. The accuracy of operational predictions using AI 
technologies is greater as compared to threshold-​based monitoring systems. 
IoT and connected systems drive AI as intelligent automation, making 
sense of data generated from sensor devices in decision-​making processes. 
Blockchain plays a significant role in providing security during data-​handling 
operations. Blockchain defines how trusted transactions can be carried out 
and it addresses the solution for vulnerability problems faced by the internet. 
Blockchain solves the security fault line among AI and IoT where most of 
the IoT devices are connected to each other through public networks. Linear 
and permanent indexed records are maintained in blockchain to address the 
vulnerability issues. Many applications and concepts are already in practice 
that overlap with these technologies with promising results. Gaining control 
of devices and records is difficult in the blockchain system in such a way that 
blocks are maintained and guarded. IoT devices share information via public 
networks, which introduces vulnerability and risks which are increased if 
AI is also involved. Moreover, the blockchain system has robust security 
implementations that are affordable, scalable, secure and verifiable for the 
platform. The peer-​to-​peer model is a competent solution for the effective 
communication in a centralized client/​server paradigm. Blockchain ensures 
security by using a distributed ledger shared among nodes in the network 
for transactions. Transactions are verified using cryptographic techniques to 
authenticate and identify the nodes, hence there is no role for any central 
authority. Nowadays, smart IoT medical devices are guided by AI to make 
lifesaving decisions using biometric data. In smart vehicles, IoT sensors 
are fixed in the car to give alert if any fault occurs in any part of the car. In 
such a case, AI assists the sensor in detecting faults with the help of data 
generated by IoT devices. In addition, if blockchain is incorporated then the 
situation again changes. Once the sensor detects a fault then the insurance 
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claim will be automatically credited to the user’s account. In fact, the conver-
gence of blockchain, AI and the IoT will revolutionize the insurance industry. 
Consider that self-​driving trucks are designed with AI technologies to dis-
patch goods to distribution centres. Self-​driving cars should be directed to a 
charging station for automatic charging. A smart contract framework enables 
the truck to be charged in the charging station after proper authentication and 
authorization. The ledger issued to record the transaction in the smart con-
tract makes the system more secure, which prevents tampering. Goods can be 
delivered to customers with IoT devices employed and monitored by retail 
companies. AI algorithms assess on-​site safety management to examine the 
heat stress levels of workers using IoT sensor devices to measure data such as 
humidity, temperature, etc. This scenario would be complete if workers are 
insured and the blockchain system is implemented for assuring security. An 
AI algorithm detects the heat stress of workers and ensures worker safety, 
while the blockchain ensures prompt insurance. All these combined tech-
nologies can leverage the combined effectiveness and suggest a way for a 
platform where data can be generated, processed and secured by making use 
of the IoT system, AI algorithm and blockchain technology.
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1
An Introduction to IoT Technologies

The Internet of Things (IoT) is a rapidly emerging paradigm in which  
physical or virtual objects equipped with sensors, actuators, processors and 
transceivers are connected with each other to enable communication among 
themselves. Some of the most significant IoT technologies are highlighted 
by reviewing state-​of-​the-​art techniques, protocols and applications to bring 
about a striking difference in day-​to-​day life. This chapter is very inclusive 
in its coverage and exhaustively spans the major IoT technologies from 
sensors to applications. Artificial intelligence (AI) is a constantly and actively 
growing technology focused on intelligent agents which observe the envir-
onment in order to take appropriate actions. In the modern digitized world, 
AI machines perform creative and intellectual functions to uncover solutions 
by solving problems independently. Blockchains are tamper-​resistant digital 
ledgers that record transactions in a distributed manner without the involve-
ment of any central authorities and repositories. A community of users can 
record their transactions in a shared ledger; no transaction can be modified 
in the blockchain network once it has been published. The chapter provides 
an overview of blockchain technology that assists readers to understand how 
it works.

1.1 � An Introduction to the Internet of Things in a  
Real-​World Scenario

The IoT is a widely emerging paradigm in which physical or virtual objects 
equipped with sensors, actuators, transceivers and processors enable commu-
nication among each other in order to provide a meaningful service to human 
life, specifically for elderly and differently abled. Recently, the Internet has 
become considered as ubiquitous since it reaches every corner of the world, 
impacting human life in incredible ways. Moreover, pervasive connect-
ivity facilitates a number of appliances to be connected with the web. The 
Internet of Things is defined as it enables interaction between the physical 
and digital environments. Also, the digital world is connected to the physical 
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world using a variety of sensors and actuators. The Internet of Things is also 
defined as a paradigm that consists of computing capabilities with several 
conceivable objects. Such kinds of capabilities are ease to identify and change 
the state of an object whenever required. In general, the Internet of Things 
implies that all kinds of appliances and devices are connected to a network, 
and are collaboratively utilized to solve complex tasks that necessitate a high 
degree of intelligence.

Sensors and actuators play a significant role in enabling communication 
between the physical and digital worlds. The data gathered by sensors 
should be maintained and processed in an intellectual way to obtain 
meaningful inferences from it. A microwave oven or a mobile phone 
can be considered as a sensor since input data can be obtained about 
the surrounding environment. An actuator is mainly utilized to observe 
changes in the environment, for example, the role of the temperature con-
troller in an air conditioner.

The IoT has been made possible by recent advancements in smart 
sensors, RFID, communication technologies, networking systems, 
and Internet protocols (IPs). Also, the elementary concept is that smart 
sensors can function together without human intervention to create sev-
eral applications. Moreover, the recent revolution in Internet, smartphone, 
and machine-​to-​machine (M2M) has paved the way for using the IoT 
system to a greater extent. The IoT is anticipated to bridge various tech-
nologies by integrating physical objects in the forthcoming years which 
support intelligent decision-​making in different applications. The IoT is 
being realized with an ever-​increasing number of physical objects linked 
to the Internet at an exponential rate. HVAC (heating, ventilation and 
air conditioning) monitoring systems are examples of smart homes that 
connect smart objects. There are a variety of other areas and contexts in 
which the IoT can make a significant difference and enhance human life 
styles. Transportation, industrial automation, healthcare and emergency 
responses to sudden disasters where decision-​making by humans is chal-
lenging are all examples of these applications [1].

Intelligent technologies have been developed across a variety of areas. 
Although not all of these technologies are presently available, preliminary 
research suggests that the IoT has the potential to enhance the quality of 
life in all communities. Intelligent applications have been built across a 
wide range of domains. Moreover, there are a few applications that aren’t 
yet operational. Health monitoring, home automation, environment safety, 
fitness tracking, industrial sectors and smart cities are some examples of IoT 
applications [2].

1.1.1 � Smart Home

Because of two factors, smart homes are becoming more common nowadays. 
The first factor is that sensor and actuator systems, as well as the wireless 
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sensor network (WSN), have advanced significantly. The second factor is 
that people nowadays have faith in technology to provide the solutions to 
enrich their quality of life and provide home protection. Various sensors can 
be fixed in smart homes in order to provide several automated services to 
the customer. They assist in automating everyday activities and the mainten-
ance of a schedule for people who are prone to forgetfulness. Furthermore, 
they contribute to energy efficiency by automatically shutting off electronic 
devices and lights. For this, normally, motion sensors are used.

Motion sensors may also be exploited for surveillance purposes. For 
instance, MayHome is a project that affords an intelligent agent which 
employs several prediction algorithms to perform tasks automatically in 
response to user-​triggered events according to the residents’ routines. The 
series of events in a home is predicted using prediction algorithms. Also, 
the sequence matching algorithm keeps track of event sequences and their  
frequencies. Factors such as length and frequency are then used to create a 
forecast. Markov models and compression-​based prediction techniques are 
two other algorithms which can be used for similar applications.

Sensors are widely used with adequate context awareness in smart homes 
in order to reduce electricity usage. These sensors gather information from the 
surrounding environment (e.g., humidity, light, gas, temperature, pressure, 
etc.). Also, the data from various sensors are provided as input into a context 
aggregator, which later sends the information to the context-​aware service 
engine. This engine then selects resources by considering the current situ-
ation. When the humidity level increases, for instance, an application will 
automatically switch on the air conditioner. It can also switch off all the lights 
if there is a gas leak. For aged people and differently abled persons, smart 
home systems are extremely advantageous. Their well-​being is tracked, and 
in the case of an emergency, relatives are notified immediately.

Pressure sensors are installed into the floors to monitor a person’s 
movements in the smart home and to detect whether he or she has fallen. 
CCTV cameras can be used in smart homes to capture significant moments. 
They can then be used to extract features in order to create an overall picture 
of occurrences. Moreover, the fall detection applications, in particular, are 
helpful in detecting when elderly people have fallen or slipped. Human body 
postures can be analyzed using computer vision techniques. Less expensive 
infrared sensor technology can provide information on a target object’s pos-
ition, scale and velocity. It analyzes motion patterns to detect the dynamics of 
a fall, as well as inactivity, and compares it to previous activity. For different 
kinds of falls, neural networks are used, and the sample data are provided 
to the machine. There are also a number of smartphone-​based apps that can 
detect a fall using data from a gyroscope and accelerometer.

When it comes to smart home applications, there are many problems 
and issues that remain. The most important is privacy and security, since 
data are recorded regarding the events that take place in the home. An 
intruder can attack the system and cause it to act maliciously if the system’s 

 



Convergence of Blockchain, AI and IoT6

6

trustworthiness and security are not assured. In the case that any anomalies 
are observed, smart home systems are expected to alert the owners. AI and 
machine learning algorithms can be used for these kinds of activities, and 
researchers are already working on it. Due to the absence of a system admin-
istrator to control the system, reliability is also considered to be a major issue.

1.1.2 � Smart Cities

Smart transportation systems use intelligent information-​processing systems 
with different sensors to control everyday traffic in cities. Intelligent trans-
portation networks are designed to alleviate traffic congestion, make parking 
simple and convenient, and prevent accidents by properly directing traffic 
and detecting drunk drivers. GPS sensors are used to identify the location, 
accelerometers are used to detect the speed, gyroscopes are used to identify 
the direction, mainly RFIDs are used for vehicle detection, infrared sensors 
are used to count the number of passengers and vehicles, and cameras are 
used for monitoring the traffic and vehicle movement. These are the sensor 
technologies that control smart transportation of applications. In this domain, 
there are a variety of applications:

Traffic surveillance application: A network connects vehicles with a var-
iety of IoT devices, cloud storage including RFID readers, GPS sensors, 
cameras, etc. Moreover, these instruments are capable of measuring traffic 
situations in various regions of the city. Also, the custom applications can 
examine traffic dynamics in order to predict future traffic conditions. 
Video sequences shot on roads are used in a tracking system for traffic 
surveillance. The smart sensors, namely, GPS sensors and accelerometers, 
can also be used to identify traffic congestion. When the user is driving, 
these applications can recognize the vehicle’s movement patterns. Google 
Maps is already collecting this kind of data, and users are exploiting it to 
navigate in the highly congested parts of cities.

Smart transportation entails more than just traffic control. It also concerns 
the protection of passengers in their cars, which was previously mostly in the 
hands of the vehicle driver. Furthermore, several IoT applications have been 
created to assist drivers in the aspect of safety. Such applications monitor 
drivers’ driving habits and assist them in driving safely by detecting when 
they are drowsy or exhausted and assisting them in managing the situation 
or recommending rest. Technologies such as eye movement detection, face 
detection and pressure detection are factors which are considered to assess 
the driver’s hand grip on the steering. Also, a smartphone application has 
been proposed that uses smartphone sensors such as the GPS, gyroscope, 
accelerometer and camera to estimate the driver’s driving attitude. By ana-
lyzing sensor data, it can determine whether the driving is safe or risky.
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In a smart parking system, parking is absolutely hassle-​free in a smart 
transportation system because one can conveniently search on the Internet 
to identify which parking lots have vacant spaces. Sensors are used in these 
parking lots to determine whether the slots are empty or occupied by motor 
vehicles. Later, this information is submitted to a centralized server. The 
intelligent traffic light system refers to traffic lights that sense, process and 
also have communication capabilities to establish a link among connected 
devices. These lights detect traffic congestion and the amount of traffic 
flowing in either direction. These data can be processed and then trans-
mitted to nearby traffic lights or a centralized controller for processing. This 
knowledge can be brought to innovative use. In the case of an emergency, 
for example, traffic lights can spontaneously provide space to an ambulance. 
Also, once an intelligent traffic light detects an ambulance arriving, it leaves 
an opening and alerts nearby lights. Cameras, data processing and commu-
nication technology modules are the technologies exploited in these lights. 
In accident detection systems, with the aid of an acoustic data and acceler-
ometer, a smartphone application has been developed which identifies the 
occurrence of accidents immediately. It sends this information, as well as the 
exact location, to the hospital which is nearby. Additional information such 
as on-​site photos, also are frequently communicated. Thus, the responders 
are informed first about the complete scenario and the medical assistance is 
provided.

Considering the current levels of water scarcity in various regions of 
the world, it is crucial to effectively manage the water supply. As a con-
sequence, several cities have been turning to smart cities recently that 
include installing a large number of meters along storm drains and water 
lines. The water meters that are fixed on the smart systems can be used 
to determine how much water comes in and goes out, as well as to locate 
potential leakages. River water and weather satellite sensors are also used 
in combination with water metering of smart systems. These can assist in 
flood forecasting also.

1.1.3 � Smart Agriculture

Temperature and humidity are significant environmental factors in the agri-
cultural sector. Farmers use sensors in the region to calculate these factors, 
and the data can be exploited to improve production efficiency. For instance, 
automated irrigation is an application which functions based on weather 
conditions. One of the most common uses of the IoT in agriculture is green-
house production. Temperature, humidity and soil details, are all variables 
that are monitored in real time and transmitted to a server for further analysis. 
After that, the information is utilized significantly to enhance the crop yield 
and quality. An acetylcholinesterase biosensor is used to identify pesticide 
residues during crop growth. This information is maintained and analyzed 
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to extract the desired information, including sample size, residue amount, 
location and time. As a result, the crop quality can be maintained.

A quick response code (QR code) may also be exploited to track the spe-
cific part of an agricultural production. Until purchasing, consumers could 
monitor the QR code and verify the quantity of pesticides on-​line with the 
aid of a centralized database. Today, air pollution is considered to be a major 
factor as it is affecting the Earth’s atmosphere and deteriorating the air quality. 
Vehicles cause serious impacts on global warming. An IoT device can control 
the carbon emissions on the roads and also keep track of motor vehicles that 
pollute the atmosphere excessively. Air emissions can also be measured using 
electrochemical toxic gas sensors. RFID tags and RFID readers are mounted 
on both sides of the lane for tracking vehicles. This tool can be used to classify 
polluting vehicles and assist in taking action against them.

1.1.4 � Smart Healthcare

In the healthcare sector, IoT appliances have been proven to be extremely 
beneficial. Various wearable devices that control an individual’s health are 
being created. Healthcare systems allow elderly people and patients, even 
with serious illnesses, to lead their life as independently as possible [3]. IoT 
sensors are currently being exploited to consistently track and record health-​
related information, as well as send out warnings if any suspicious signs are 
exposed. If an issue is minor, the IoT application can provide a prescription 
for the patients. IoT applications could be used to create an electronic health 
record (EHR), which is a document that contains all of a person’s medical 
information, which the healthcare system maintains. Furthermore, an EHR 
can be commonly used to monitor allergies, sugar level and changes in blood 
pressure. Furthermore, stress recognition technology is also very common 
nowadays and smartphone sensors are generally used to understand them.

An application which is activated on a college student’s smartphone could 
assess the student’s stress level. In addition, it can also detect various infor-
mation such as the locations visited by the student during the daytime, as well 
as the level of physical activity, sleeping time, interactions and relationships 
with others (audio/​voice calls). A survey could be conducted with students 
by posing a question to them at random on their smartphones. The stress 
level and performance in academic activities could be assessed intelligently. 
Applications in the fitness industry monitor how fit we are based on our 
daily activity level. Several activities can be detected from smartphone accel-
erometer data using complex algorithms. Fitness trackers, for example, can 
be used to track the step count and how much exercise an individual has 
done [4]. In addition, fitness trackers are wearable devices that can be used 
to track a person’s fitness level. In addition, sensors can be installed on gym 
equipment to monitor how much exercise has been performed. A smart 
pad, for instance, will monitor the amount of exercise steps done. This is 
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accomplished by placing sensors on the mat to measure the pressure as well 
as the contact region shape.

1.1.5 � Smart Grid

The smart grid is a contemporary power generation, transmission and dis-
tribution infrastructure that is driven by information and communication 
technology. The principle of smart grids adds intelligence at each phase of 
the electricity generation, transmission and distribution process, as well as 
allowing for two-​way power flow from the consumer to the supplier and vice 
versa. Microgrids produce electricity to address the requirements of local 
premises and then send the excess energy back to the main grid. In the case of 
any shortfall, microgrids will request energy from the central grid. Consumers 
who use their own generated energy on occasion (e.g., wind power or solar 
energy) will benefit from a two-​way power flow because the power which 
is leftover can be transferred back such that it will not be lost. Moreover, the 
consumer would be charged only for their usage of electricity. Also, the two 
examples of IoT applications in a smart grid using a smart meter to monitor 
energy consumption are (i) online transmission line monitoring for disaster 
prevention and (ii) efficient power utilization in smart homes. During peak 
load, smart meters analyze the power consumption patterns. After that, the 
data are transmitted to the centralized server and become accessible to the 
user. Also, the energy generation process is completely dependent on the con-
sumption patterns. Furthermore, the user could adjust their usage patterns to 
save money. Smart energy appliances can take advantage of these data and 
function when prices are low.

1.1.6 � Smart Supply Chain

The IoT focuses on improving the real-​world activities of enterprise systems 
making them easier to understand. Using sensor technologies like NFC 
and RFID, products in the supply chain management could be monitored 
continuously from the production stage till the distribution stage. For 
monitoring, real-​time data can be recorded and analyzed. RFID tags attached 
to shipments may also store information about the product’s consistency and 
usability. The IoT is used to suggest an information-​sharing framework for a 
smart supply chain. RFID tags automatically detect a product, and the infor-
mation network is constructed to send the information, as well as location 
data, in real time. This framework automates the gathering process and ana-
lysis of all data relevant to the supply chain, that could also be used to ana-
lyze the past demand and forecast the future demand. Real-​time data can 
be accessed by supply chain components, and these data can be analyzed 
to gain valuable insights. This would help supply chain networks perform 
better in this regard.
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1.1.7 � Social Events and the Entertainment Sector

The smart environment plays a significant role in people’s lives. Several 
applications have been created to monitor the activities performed by 
humans. Also, sensing capabilities and short-​range communication facil-
ities are built into personal devices such as wearables, tablets and mobiles. 
When there is a common goal, people are able to find and communicate with 
one another. In a circle sense software application, different types of sensor 
data are used to detect a person’s social activities. It analyzes the generalized 
patterns related to social activities and the people involved in such kinds of 
activities, which determines the person’s social circle. Various forms of social 
events, as well as the people who participate in them, are recognized. Also, 
location sensors are used to calculate where the person is, and Bluetooth is 
used to scan people who are in the vicinity. Machine learning algorithms are 
integrated into the framework, and it learns to refine its behavior over time.

Affective computing is a kind of technology that distinguishes, realizes,  
stimulates and reacts to human emotions. When dealing with real human  
effects, many aspects are taken into account, including facial expressions,  
voice, body motions, sleeping patterns and hand movements. These are  
tested in order to assess the feeling of a particular person. Voice recognition  
detects the speech of emotional keywords, and acoustic features of speech  
are used to assess voice quality. Logmusic is an application developed for  

FIGURE 1.1
Applications of the IoT in real-​world scenarios.
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entertainment purposes that suggests music by focusing on the current situ-
ation, such as location, time, weather and temperature. Different applications  
of the IoT in real-​world scenarios are depicted in Figure 1.1.

1.2 � A Divergence Approach from Automation toward  
Artificial Intelligence

Initially, the concept of automation and artificial intelligence alarmed tech-
nology experts by the fact that the power and prospects that come with auto-
mation and AI would reduce the manpower required, and with that destroys 
jobs [5]. AI remains a thing of the future, and nobody wants a machine to 
make decisions and decide the future of any company. For example, what if 
the machine has gone wrong or some wrong decisions are made, then nobody 
can be made responsible for that.

The technological upgrading through automation of tasks in industry 
makes a positive impact on productivity with reduced costs so  [6] before 
going deeper into divergence from automation to artificial intelligence we 
need to understand what automation is.

1.2.1 � About Automation

Automation is the use of electronics and computer-​controlled devices to 
assume control of processes; automation makes things work automatic-
ally, i.e., by themselves with little or no direct human control. The aim of 
automation is to boost efficiency and reliability. In many cases however, 
automation replaces labor. In fact, economists today fear that new tech-
nology will eventually put hundreds of millions of people in many manu-
facturing plants out of work worldwide. Today robotic assembly lines are 
progressively carrying out functions that humans used to do. Automation 
encompasses many key elements, systems and job functions. In virtu-
ally all industries automation is prevalent, especially in manufacturing 
and transportation facility operations and utilities, additionally national 
defense systems are becoming increasingly automated. Automation today 
exists in all functions within industry including integration, installation, 
procurement, maintenance and even marketing and sales. Bill Gates has 
often expressed concerns regarding artificial intelligence and the auto-
mation that comes with it. Elon Musk has expressed similar concerns 
about what will happen to humans as artificial intelligence becomes more 
sophisticated and smarter. The late professor Hawking said it would take 
off on its own and redesign itself at an ever-​increasing rate, while humans, 
who are limited by slow biological evolution, would be unable to compete 
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and would be superseded. Many economists claim that we should not 
fear automation and argue that it creates new well-​paying jobs. However, 
won’t we reach a point one day when robots and computers can do every-
thing better and faster than humans? If we reach that point what happens 
to us, what will our role be in a fully automated world.

1.2.2 � Building Blocks of Artificial Intelligence

There are in all few building blocks of AI that are necessary in the process of 
designing and assembling of any AI system. Any AI system that is created 
always possesses the basic functionality and building blocks but the system 
is often modified by companies in order to customize the system according 
to their specific needs. A simple AI system could be made by using only one 
building block, but as time passes the system evolves to combine more blocks 
in the system [7]. These building blocks are discussed below.

1.2.2.1 � Knowledge Engineering

Knowledge engineering (KE) refers to all technical, scientific and social aspects 
involved in building, maintaining and using knowledge-​based systems [8]. 
One of the first examples of an expert system was Meissen, an application 
to perform medical diagnoses. In the Meissen example the domain experts 
were medical doctors and the knowledge represented was their expertise 
and diagnosis. Expert systems were first developed in artificial intelligence 
laboratories as an attempt to understand complex human decision-​making 
based on positive results from these initial prototypes [9]. The technology 
was adopted by the US business community and later worldwide in the 
1980s. The Stanford heuristic programming projects were led by Edward 
Feigenbaum, who was one of the leaders in defining and developing the first 
expert systems. In the earliest days of expert systems there was little or no 
formal process for the creation of the software. Researchers just sat down with 
domain experts and started programming, often developing the required 
tools, for example, inference engines, at the same time as the applications 
themselves. As expert systems moved from academic prototypes to deploy-
ment in business systems it was realized that a methodology was required 
to bring about predictability and control to the process of building the soft-
ware [10]. There were essentially two approaches that were attempted, the 
first was to use conventional software development methodologies and the 
second was to develop special methodologies tuned to the requirements of 
building expert systems. Many of the early expert systems were developed by 
large consulting and system integration firms, such as Anderson consulting. 
These firms already had well-​tested conventional waterfall methodologies, 
for example, the slash and burn method, for Anderson that they trained all 
their staff in and that were virtually always used to develop software for their 
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clients. One trend in early expert systems development was to simply apply 
these waterfall methods to expert systems development. Another issue with 
using conventional methods to develop expert systems was that due to the 
unprecedented nature of expert systems they were one of the first applications 
to adopt rapid application development methods that featured iteration and 
prototyping instead of detailed analysis and design. In the 1980s few conven-
tional software methods supported this type of approach. The final issue with 
using conventional methods to develop expert systems was a need for know-
ledge acquisition. Knowledge acquisition refers to the process of gathering 
expert knowledge and capturing it in the form of rules and ontology [11]. 
Knowledge acquisition has special requirements beyond the conventional 
specification process used to capture most business requirements. These 
issues led to the second approach to knowledge engineering, which is the 
development of custom methodologies specifically designed to build expert 
systems. One of the first and most popular of these methodologies of custom 
design for expert systems was knowledge acquisition and documentation 
structuring.

1.2.2.2 � Robotics Automation

Robotic process automation (RPA) refers to automating of white-​collar work. 
Therefore, the word robot basically means that we are programming a com-
puter, an algorithm, to do things that previously humans did; especially 
some of the rule-​based and more structured processes in companies we be 
automated [12]. So, let’s think about a call center for example, where a call 
center agent handles a complaint call , they would open a certain window, 
look up certain documents, trace something else, maybe put a few numbers 
into different fields and calculate the result. All of this can be automated and, 
in the past, we used robotic process automation and had to basically program 
this in so a human had to watch what the process was, document the pro-
cess and then write it down and program a robot to do it. Nowadays, we 
have robotic process automation which is enabled by artificial intelligence 
and machine learning, and basically means that machines can simply watch 
us and see what we do and then automatically learn from this and suggest 
amendments and improve our processes and automate certain parts of the 
process [13]. So just think about this intelligent software layer in a call center 
that watches what is taking place over a month and then over time learning 
it so that when someone rings in with a complaint it will automatically open 
the correct window, automatically make some of those calculations, automat-
ically pre-​fill some of the forms and so on. Nowadays things are as in the 
above statements, and in this busy world for a particular job an employee can 
receive mail about a job or for consulting in some engagement in a different 
manner. Even email conversations are very similar in their own words, for 
example, where you say “Okay give me some more details on this,” then 
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there could be some negotiation on price. Now, all of this could be automated 
if there were a software layer that was intelligent, which would watch me 
for a month or so and then learn and pre-​populate some of these emails or 
even run them automatically. Therefore, Gartner, an IT and consulting com-
pany that does lots of research on technology, predicted that 85 percent of all 
large companies will have some sort of robotic process automation in oper-
ation by 2020 [14]. This looks very real. The American insurance company 
American Fidelity basically figured out that every hour they spend on robotic 
process automation will save them 10 hours in time afterwards, giving huge 
benefits. All of these can be automated using robotic process automation 
and increasingly without even programming, but simply having an artificial 
intelligence-​infused RPA tool.

1.2.2.3 � Speech Recognition

The goal of speech recognition is to generate methodologies and technolo-
gies that enable the recognition and also the translation of spoken language 
into text [15]. The perfect example for this can be found in a video, where 
if a viewer wishes to read the subtitles on the video, by clicking on the 
subtitles button we will see that an algorithm is recognizing the words and 
transforming them into text that can be read. Similar technologies are used 
in other applications such as Google Translate, Apple’s Siri or Amazon’s 
Alexa. Speech recognition is often associated with speech to text, which 
means that once the computer recognizes words it writes them down in 
the form of text. Sometimes the computer is not seen to be transforming 
speech into text but this doesn’t mean that is not happening. Actually, 
behind the scenes most natural language technologies work on texts and 
not on voices. In fact, when you ask something of Siri using your iPhone, 
what Siri does consists of five steps: first, speech recognition is used to rec-
ognize the words you say. Second, a speech to text process takes place by 
writing them down. Third, text analysis is done by interpreting the general 
text. The fourth step is natural language generation by producing a written 
answer, and finally in the fifth step the text-​to-​speech responds to your ini-
tial question by voice.

Speech recognition is similar to that used in NLP but in addition to 
understanding natural language and dialects the computer also has to pro-
cess all the files with different types of voices and sounds using acoustic 
models.

1.2.2.4 � Natural Language Processing

Energy companies like those dealing in oil and gas, want to improve 
operations and keep their employees safe, but this is never easy. Machinery 
breaks and someone has to fix it. Imagine an employee 200 feet in the air 
on an icy oil rig. These repairs are not only expensive but also dangerous. 
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Now companies know that by better analyzing their data, they can improve 
their operations and thereby save money and keeping their employees 
safer. However, there is a challenge, as only 20% of the data needed for 
this analysis are in a structured format like spreadsheets or databases, 
that is, the data that computers usually use. The other 80% of it is in the 
form of text such as repair manuals, injury reports and notes jotted down 
by technicians. This information is extremely valuable but due to its size 
and structure it has largely been invisible to analytics teams. Imagine if 
an employee is searching a database of injury reports, and wants to find 
lower body injuries, the search process will carry out an analysis from one 
large utility company which showed that lower body injuries returned 
only a small number of results which was far fewer than actually existed. 
However, in reality that is because their search tool was looking for the 
exact keywords “lower body injuries” but when the analysts use more spe-
cific search terms such as “foot injuries” they returned many more results 
where foot was used in the distance between texts. Therefore, while they 
had more results than searching for just lower body injuries, they weren’t 
the results. This was because a foot can be both a body part and a unit of 
measurement, and while humans can determine context and understand 
the difference until recently computers were largely stumped. Thanks to 
this field of AI called natural language processing (NLP) computers can 
now analyze and understand textual data [16]. Now let us see how nat-
ural language processing works at a high level. NLP algorithms cannot 
read text like humans do, but they can look for patterns and they find 
these patterns by turning huge amounts of text into matrices. When ana-
lyzing text, the algorithm might first remove words that don’t really offer 
as much value stuff such as “a,” “the,” “is,” “an.” These are called stop 
words. After this, they might split the sentences into groups of words 
and count how many times each group of words appears in each docu-
ment and how many documents have that group of words out of all the 
documents being analyzed without knowing anything at all about the text. 
The algorithm can then tell how often a given word or phrase appears in 
a given document and how many documents contain that phrase out of 
all of the documents. Therefore, tokens that appears lots of times in lots of 
documents may not mean much, but tokens that appear frequently in only 
a few documents tell us that something is going on. When combining vast 
amounts of data and advanced NLP algorithms, a development company 
called Spark-​Cognition found tremendous improvements in operational 
efficiency and safety [17]. Wind turbine operators are finding the meaning 
in the data and making that available. Oil and gas operators are able 
to ask natural language questions when performing diagnostics before 
repairs. Therefore, with advanced technology like deep NLP from Spark 
Cognition, a person can now unlock the value of the unstructured data. 
Every email and every maintenance log in every injury report become real 
insights that can drive revenue and reduce costs.
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1.2.2.5 � Image Analysis

In the image analysis process, a standard CCTV camera can be used to 
analyze the images received from CCTV cameras using artificial intelli-
gence and machine learning technologies. The advantages of this tech-
nology are that it is reliable, efficient and provides automation capabilities 
to enable city-​wide surveillance solutions. The video analyses done are 
applicable to vehicles for traffic management and parking, people and 
objects. In the case of vehicles, traffic management applications, parking 
applications and picking up incidents within the traffic management 
apply. For people, the analysis can be done to recognize people so tech-
nology can be applied to many different applications. In terms of use cases, 
such as security smart city in terms of parking and managing big events, 
retail solutions, industrial zones, transportation, disaster management, in 
these cases moving pictures allow in detection of different behaviors of 
people, objects and vehicles. Solutions can be created which can recognize 
abnormal situations and recognize unsafe and dangerous situations. Face 
recognition technology is one of the most efficient methods to detect indi-
viduals. Recognition technologies can recognize 1 million images in one 
second in a normal server. Therefore, it provides a fairly high-​speed search 
and is applicable for real-​time applications. This technology is able to see 
through disguises such as headgear and eyeglasses, in crowded situations 
and also where people are facing different directions. One application of 
face detection is able to count the number of people in a shopping mall. 
This can be done using image analysis, and the flow of people can also be 
tracked. The application can be very useful in detecting the flow of people 
to and from a bus, providing retail solutions, particularly for the layout 
of shops in a shopping mall indicating where the best attention grabbers 
should be sited.

This can be a front-​end user interface which can provide off-​the-​shelf or 
other third-​party solutions. Image search applications can be applied to 
any platform that the customer may have. For example, in a road traffic 
management solution, recognition of different kinds of road users can be 
carried out. The technology can be applied to detect the flow of different 
road users and also the flow of traffic. In road/​ traffic management, 100 
cameras can automatically detect different kinds of problems in the road 
space, including congestion and breakdowns. Dangerous driving, such 
as reverse driving on a highway, can be automatically detected and alerts 
sent to the necessary traffic authorities, making this a very important 
application for road surveillance.

1.2.2.6 � Machine Learning

Our ability to learn and get better at tasks through experience is part of being 
human. When we are born, we know almost nothing and can do almost 
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nothing for ourselves, but soon we are learning and becoming more capable 
every day. Similarly, computers can do the same. Machine learning brings 
together statistics and computer science to enable computers to learn how to 
carry out a given task without being programmed to do so [18]. Just as our 
brains use experience to improve performance in a task, so can computers. 
A computer can tell the difference between a picture of a dog and a picture 
of a cat. This can be done by feeding the computer with images and telling it 
which is a dog, and which is a cat. A computer programmed to learn will seek 
statistical patterns within the data that will enable it to recognize a cat or dog. 
In the future it might figure out on its own that cats have shorter noses and 
dogs come in a larger variety of sizes, and then represent that information 
numerically an organizing space but, crucially, it is the computer and not the 
programmer that identifies those patterns and establishes the algorithm by 
which future data will be sorted. One example of a simple yet highly effective 
algorithm is to find the optimal line separating cats from dogs. When the 
computer sees a new picture, it checks which side of the line it falls on and 
then decides that it is either a cat or a dog. There can, of course, be mistakes. 
The more data the computer receives, the more finely tuned its algorithm 
becomes and the more accurate can be its predictions. Machine learning is 
already widely applied. This is the technology behind facial recognition, 
text to speech recognition, spam filters in an email inbox, online shopping or 
viewing recommendations, credit card fraud detection and so much more. 
Many scientists and machine learning researchers around the globe are com-
bining statistics and computer science to build algorithms that can solve 
more complex problems, more efficiently, using less computing power. From 
medical diagnosis to social media the potential of machine learning to trans-
form our world is truly mind-​blowing.

1.2.2.7 � Deep Learning

Deep learning is a subset of machine learning, which in turn is a subset  
of artificial intelligence. Artificial intelligence is a technique that enables  
a machine to mimic human behavior. Machine learning is a technique to  
achieve AI through algorithms trained with data, and finally deep learning  
is a type of machine learning inspired by the structure of the human brain in  
terms of deep learning. This structure is called an artificial neural network.  
Let us understand deep learning better and how it is different from machine  
learning. For example, say we create a machine that can differentiate between  
tomatoes and cherries. If carried out using machine learning we would have  
to tell the machine the features based on which the two can be differentiated.  
These features could be the size of the fruit and the type of stem. With deep  
learning, on the other hand, the features are selected by the neural network  
without human intervention. However, this kind of independence comes at  
the cost of having a much higher volume of data to train the machine. Now  
let’s look into the working of neural networks as shown in Figure 1.2; here  
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we have three students each of whom writes down the digit “9” on a piece of  
paper, notably they don’t all write it identically.

The human brain can easily recognize the digits, but what if a computer 
had to recognize them? That’s where deep learning comes in. In the figure 
there is a neural network trained to identify handwritten digits, and each 
number is present as an image of 28 ×28 pixels, which amounts to a total of 
784 pixel neurons. The core entity of a neural network is where the infor-
mation processing takes place. Each of the 784 pixels is fed into a neuron in 
the first layer of the neural network, which will form the input layer [19]. 
Meanwhile, on the other end we have the output layer with each neuron 
representing a digit with the hidden layers existing between them. The infor-
mation transforms one layer to another over connecting channels. Each of 
these channels has a value attached to it, and hence is called a weighted 
channel. Each neuron has a unique number associated with it, called the bias. 
This bias is added to the weighted sum of inputs reaching the neuron, which 
is then applied to a function known as the activation function. The result of 
the activation function determines whether the neuron gets activated. Every 
activated neuron passes on information to the following layers. This pro-
cess continues up till the second last layer. The one neuron activated in the 
output layer corresponds to the input digit. The weights and bias are con-
tinuously adjusted to produce a well-​trained network. Now let’s see where 
deep learning can be applied. In customer support, when most people con-
verse with customer support agents the conversation seems so real that they 
don’t even realize that it’s actually a bot on the other side. Also, in medical 
care, neural networks detect cancer cells and analyze MRI images to give 
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FIGURE 1.2
Working of neural networks.
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detailed results. In self-​driving cars, what seems like science fiction is now 
a reality with companies like Apple, Tesla and Nissan being only a few of 
the companies working on self-​driving cars. Therefore deep learning has 
vast scope although it also faces some limitations. The first, as we discussed 
earlier, is data, while deep learning is the most efficient way to deal with 
unstructured data. A neural network requires a massive volume of data to 
train. Let’s assume we always have access to the necessary amount of data 
processing. This is not within the capability of every machine, which brings 
us to the second limitation. The computational power training and neural 
network requires graphical processing units which have thousands of courses 
as compared to CPUs and GPUs, which are of course more expensive, and 
finally we come down to the training time, with deep neural networks taking 
hours or even months to train. The time increases with the amount of data 
and number of layers in the network. Some of the popular deep learning 
frameworks include TensorFlow, Pytorch and Keras.

1.2.2.8 � Cognition

International Data Corporation (IDC) has defined cognitive artificial intel-
ligence [20]. AI systems are a set of technologies that use deep natural lan-
guage processing and understanding to answer questions and provide 
recommendations and direction. Artificial intelligence (AI) is one of the 
components of a cognitive application that contributes to machine learning 
from data and making decisions, suggestions or discoveries. Cognitive AI 
consists of machines that strive for human capacity using digital intelligence 
learning from human-​created dark data and reasoning to make decisions 
with the mindset to emulate the human thought process and produce similar 
results [21]. There are two different fields of cognitive AI: supervised and 
unsupervised. Supervised AI starts from a generic industry-​specific model 
or framework. For each customer the model is manually updated and  
customized by a team of human data scientists. This method is time  
and resource intensive, and is not scalable. Unsupervised AI creates models 
that are uniquely client specific, meaning no two models are exactly 
alike. Human interference is not needed for the learning phase. The key 
characteristics of unsupervised methods are that the technology is language 
agnostic, and the technology learns in the language that the data come in, 
just like a human native speaker. The technology learns and reasons based 
on observing or ingesting the best human-​created data continuously learning 
more. This method is scalable as the needs of the organization increase. The 
model automatically updates to include new information without human 
intervention.

Some cases are described to illustrate several examples of how 
organizations around the world are utilizing unsupervised cognitive 
computing. We can look at customer support, for example, routing in the 
traditional or non-​cognitive way. The process begins when a customer 
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submits a service ticket which arrives at an agent who must then select 
the best suited competency center. An agent process ensures that the cus-
tomer ticketing and repays if it is incorrectly processed. The agent then 
routes the ticket to a competency center. The receiving agent processes 
the requests, sometimes taking up to seven days to issue a decision. 
Finally, the agent’s answer is received by the customer. Companies use 
cognitive RPA to augment the traditional routing method. The solution is 
micro-​routing, the benefit of this solution is that when the service ticket 
is received the queue robot routes it directly to the best suited depart-
ment specialist, accelerating the speed of service and giving the specialist 
the agency to provide their best service to their customers over time as 
the loop queue continuously observes and learns from human employees 
and is able to predict the likely answer to inbound requests based on the 
outcomes of passed similar tickets and by utilizing the confidence level. 
This is a great solution for accommodating the learning curves of new 
employees and standardizing the service of all agents depending on the 
client’s wishes answers can come in one of two forms. Fully automated 
answers sent directly to customers are based on the confidence level 
with a threshold set by the client, or a list of answer options is created 
for human agents to select from. Moving on to another popular use case, 
there is some knowledge that one can only gain by hands-​on experience 
which is not written in any manual or procedure. When employees leave 
a company that precious knowledge goes with them. The employees’ cor-
porate knowledge is locked away in emails, old notes, manuals, training 
documents, reports, decision logs and documents. It is in a variety of 
styles, formats and often many languages. Loop Q is able to obtain all of 
that information and build a cortex to be used for applications such as 
cognitive search with the tribal knowledge solution.

Currently, digital technologies are doing for human brain power what 
steam engines and related technologies did for human muscle power 
during the Industrial Revolution. They are allowing us to overcome many 
limitations rapidly and to open up new frontiers with unprecedented 
speed. There are many operational benefits to be had with the support 
of AI, including increased productivity, giving human agents the speed 
and accuracy to handle cases better. Human agents can now handle a 
higher volume of cases per day, easily scaling to meet the demands of 
their customers. Now, human agents are sharp and compliant in their 
decision-​making and company regulations and administrative processes 
are better at assessing risk.. With more information and better fraud 
detection, human agents can be better prepared to assess risk. Employee 
benefits are also increased with the support of AI. Better engagement is 
obtained with digital employees gathering information and presenting it 
to human employees. Human agents are able to deeply interact with each 
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case, giving their full attention to the details for the best possible cus-
tomer service with the information readily available. Human agents thus 
feel less stress and pressure to search for and discover the correct answer.

1.3 � An Evolution of Blockchain Mechanism 
through Distributed Transaction

As an emerging distributed computing paradigm and decentralized archi-
tecture, blockchain has gained intensive attention in various sectors. Also, 
the significant benefit of blockchain technology lies in enabling the trusted, 
secured and decentralized autonomous ecosystems for different scenarios, 
exclusively for the better utilization of infrastructure, devices and resources. 
Moreover, it is a primitive technology for the evolving cryptocurrencies and 
the main benefit of blockchain technology is widely contemplated to be 
decentralized. It assists in establishing peer-​to-​peer (P2P) transactions and 
coordination among distributed systems without any centralized coordin-
ator between individual nodes based on distributed consensus algorithms, 
incentive mechanisms, data encryption and time-​stamping. Furthermore, 
blockchain can provide an incredible solution for long-​term problems such as 
low efficiency, high operational costs and potential risks in maintaining data 
following a centralized approach. Blockchain is identified as a disruptive 
innovative technology in the computer paradigm after personal computer 
(PC), mainframe, mobile networks and social networks. It is anticipated 
that blockchain will radically reform the behavioral model of several 
organizations and individuals, consequently realizing the transition toward 
its future usage [22].

The rapidly increasing trend of blockchain has gained huge attention from 
different sectors such as financial institutions, governments, capital markets 
and high-​tech enterprises. Blockchain is defined as a shared distributed 
ledger that practices encrypted, chronological and chained blocks to main-
tain synchronized and verifiable data (e.g., states, behavior, transactions, 
decisions, etc.) across the network. It is also viewed as a distributed and 
decentralized computing paradigm, which stores data in the form of 
encrypted chained blocks, data are verified with consensus algorithms, guar-
anteeing the data transmission process with cryptographic techniques, and 
manipulating data with smart contracts.

Blockchain has several desirable characteristics in organizational and 
technical aspects such as reliable, trustable, efficient, usable, autonomous, 
automated, decentralized and distributed. In particular, blockchain is 
witnessed as a distributed shared ledger, where the blockchain data can be 
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recorded, verified, stored, maintained and transmitted. In this distributed 
platform, mutual trust is established among the distributed nodes using 
mathematical algorithms without any intervention of third-​ party author-
ities. The transactional data are maintained in the structure of chained blocks 
along with time stamps, which enables robust verifiability and traceability 
of blockchain data with its temporal dimension. The different incentive 
mechanisms are introduced to crowdsource the blockchain mining process in 
order to increase the figure of blockchain miners. Moreover, the miners can 
contribute and verify the data blocks which are maintained in the distributed 
shared ledger and compete to win the opportunity to create the next data 
block and add it to the main blockchain in the consensus process. Blockchain is 
also influenced by programmable codes and scripts, hence users can generate 
cryptocurrencies, smart contracts, or decentralized applications (DApps). 
For example, the Ethereum platform provides scripting language that helps 
users to design any transaction or smart contract. Finally, the blockchain data 
are encrypted and secured using asymmetric cryptography among a huge 
number of distributed nodes in the blockchain network. The blockchain is 
considered to be a secured platform, thus it protects the complete process 
from outside attackers and also ensures robust non-​tamperability and non-​
forgeability. Blockchain is a primitive technical framework which brings a 
string of influence to the economics, finance, politics, and science and techno-
logical domains.

The key characteristics that make the blockchain network more trusted are:

	• Ledger: The blockchain technology enables participants to append a 
ledger rather than overriding values and transactions in a blockchain, 
thus providing the complete transaction history.

	• Distributed: The blockchain network facilitates scalability to increase 
the number of nodes, which automatically reduces the impact of 
attackers on the consensus mechanism.

	• Shared: The ledger is distributed and shared among participants 
involved in the blockchain network, thus alleviating transparency.

	• Secure: The data maintained in the ledger cannot be tampered with and 
can be verified because blockchain networks are cryptographically well 
secured.

Some of the terminologies related to blockchain technology are:

	• Blockchain: this term refers to the actual ledger.
	• Blockchain user: entity, organization, government, business, a person, etc.
	• Node: this refers to the individual system in the blockchain net-
work. There are two categories of nodes, namely, full node and light-
weight node.
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i.	 Full node: This is a node that maintains the complete blockchain, 
guaranteeing that all transactions are valid. The publishing node 
is a kind of full node that can publish new blocks.

ii.	 Lightweight node: This is a node which does not maintain the 
copy of transactions and simply passes the transactions to the 
full node.

1.3.1 � General Categories of Blockchain

Blockchain is generally categorized as permissioned and permissionless 
based on the permission model. In a permissioned blockchain, participa-
tion is limited based on some constraints and can be deployed by specific 
organizations or individuals. This means that only a particular set of users 
can publish their blocks. Permissionless blockchain allows anyone to pub-
lish (read/​write) a new block without any authorization. For example, a 
permissioned blockchain is similar to a controlled corporate intranet, whereas 
a permissionless blockchain is similar to the public Internet which permits 
anyone to participate.

1.3.1.1 � Permissioned Blockchain

The publishing blocks in the permissioned blockchain must be authorized 
by someone (centralized/​decentralized authorities). Only authorized users 
maintain the blockchain, read access and issuing transactions could be 
restricted in this permissioned blockchain. It may permit/​restrict read access 
to any authorized individuals or group of individuals. It may allow/​restrict 
individuals to submit transactions. This kind of network can be implemented 
using open or closed source software. The digital assets are traced when passed 
via the blockchain, these are resilient, redundant and distributed data storage 
systems. Consensus models are exploited to publish new blocks, although 
they do not require any expense or resource maintenance. Consensus models 
incur less computational cost and are commonly faster in permissioned 
blockchains. The organizations that necessitate rigid protection and con-
trol can preferably incorporate permissioned blockchain. The authorized 
participants can publish new blocks and the authorization could be revoked 
if the organization uncovers any misbehavior. The permission blockchain can 
be established to invite various business partners and the transactions can be 
recorded on a shared ledger. Beyond trust, it also facilitates transparency and 
deep insight to make better business decisions periodically, and misbehaving 
entities can be tracked easily in the permissioned blockchain network.

In the permissioned blockchain, transactional information can be revealed 
selectively based on user credentials or identity; hence a certain degree of 
privacy can be obtained. All participants in the permissioned blockchain need 
to be authorized for sending and receiving transactions. If any misbehaving 
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activities occur, it is easy to track and employ the legal remedies according to 
the suitable judicial system.

1.3.1.2 � Permissionless Blockchain

Permissionless blockchains are decentralized open-​source platforms, where 
anyone can publish their blocks without obtaining permission from author-
ities. There is no restriction in reading/​writing and issuing transactions in 
this type of blockchain. To prevent malicious activities, a consensus mech-
anism is utilized in the permissionless blockchain which requires mainten-
ance or expenditure of resources while making an attempt to publish new 
blocks.

1.3.2 � Key Components of Blockchain Technology

Blockchain technology seems to be complex, yet it could be simplified 
by understanding the components individually. Blockchain technology 
implements several cryptographic mechanisms, such as asymmetric crypt-
ography, hash function and digital signature. The significant components in 
blockchain technology are:

	• asymmetric key cryptography
	• hash function
	• address
	• transaction
	• ledger
	• block.

1.3.2.1 � Asymmetric Key Cryptography

Blockchain technology exploits public-​key cryptography, known as 
asymmetric-​key cryptography, which exercises both a private and a public 
key. Also, the public key is declared as public without compromising the 
security level; however, the private key is required to be kept secret always. 
It is difficult to determine the private key by knowing the public key, encrypt 
using the private key or decrypt using the public key; instead encrypting 
uses the public key and decrypting uses the private key. The asymmetric 
cryptography builds a trust relationship among users by verifying the 
authenticity and integrity of transactions by remaining public. In particular, 
the transactions are maintained as a “digitally signed” copy; encrypting 
transactions requires a private key such that it can be decrypted by anyone 
exploiting the public key. Otherwise, data are encrypted using a public key 
and it could be decrypted using their private key. The main disadvantage 
of asymmetric cryptography is that the computational process may be too 
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slow. A single key known as a “secret key” or “shared key” is used in sym-
metric cryptography. A secret key is shared via trusted media with each 
other. In symmetric cryptography, data are encrypted using a shared key and 
decrypted only using the shared key. The advantage of symmetric cryptog-
raphy is fast computational processes. The utilization of asymmetric cryptog-
raphy in a blockchain network is as follows:

	• Private keys: digital signing of transactions.

	• Public keys: verifying signatures that are created using private keys.

	• Public keys: to obtain addresses also.

Several permissioned blockchain leverage public-​key infrastructures are 
required to afford user credentials rather than managing the user’s own 
asymmetric keys. A blockchain network utilizes directory services by 
implementing the Lightweight Directory Access Protocol (LDAP) to use the 
existing information from the directory.

1.3.2.2 � Hash Function

Hashing is a technique that produces a “digest” or “message digest” for 
any size input (e.g., text, file or image). The changes in an input result in a 
different message digest after hashing the given data. Some of the significant 
properties of hash functions are pre-​image resistant and collision resistant. In 
pre-​image resistant, one-​way communication is enabled, which means that it 
is computationally difficult to compute the input from the output digest [e.g., 
finding “a” from hash (a) =​ digest]. Second pre-​image resistant means that it 
is computationally difficult to interpret the second input which resulted in the 
same output [e.g., given a, finding b where hash (a) =​ hash (b)]. In collision 
resistant, it is computationally difficult to find two inputs which resulted in 
the same output [e.g., finding a and b where hash (a) =​ hash (b)]. A nonce 
is an arbitrary pseudo random number along with input data given for the 
hash function to create the digest as an output. The different nonce values for 
the same input produce various message digest values. The cryptographic 
nonce technique is followed in the Proof-​of-​Work (PoW) consensus mech-
anism. A hash function called the Secure Hash Algorithm (SHA) with 256 bits 
output (SHA-​256) is incorporated in various blockchain implementations. 
SHA-​256 produces 32 bytes of output (256 bits) in 64-​character digits hexa-
decimal format (as shown in Table 1.1).

The hash function accomplishes the following tasks in the blockchain 
network:

	• Secures the block header and data
	• Creates unique identifiers
	• Derives an address.
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1.3.2.3 � Address

The address in the blockchain network is an alphanumeric character string 
obtained from the public key of the user along with some input data using a 
hash function, as depicted in Figure 1.3.

The addresses in the blockchain network can be derived using different 
methodologies. For example, a permissionless blockchain system permits 
users to generate asymmetric key pairs for as many addresses as desired. 
It acts as an identifier for a user in the blockchain network. In the Ethereum 
platform, smart contracts are available using special addresses by creating 
a contract account. The account address is computed and generated, and 
permits the contract to be executed once the transaction is received. The 
wallet is software that acts as a private key storage to secure and manage 
the user’s private keys in the blockchain network. It can store private and 
public keys along with their associated addresses. In addition, it computes 
the whole sum of digital assets that each user possesses.

1.3.2.4 � Transaction

A transaction refers to the interaction among participants, i.e., transferring 
cryptocurrency between network participants. Figure 1.4 shows the transac-
tion of cryptocurrencies, where each block may have zero/​more transactions 
in a blockchain. The sender in a blockchain sends the information by 
including the sender’s public key, sender’s address, a digital signature, and 
the input and output of a transaction [23]. The minimum requirements for 
each cryptocurrency transaction are:

i.	 Input: The list of digital assets is considered as an input for the trans-
action. The input of the current transaction is completely dependent  

Public key + Data Address
Hash function

FIGURE 1.3
Finding an address in blockchain.

TABLE 1.1

Sample Input Text and Its Digest Values Using SHA-​256

Input Text Digest Values (SHA-​256)

10 0x4a44dc15364204a80fe80e9039455cc1608281820fe2b24f1e5233ade6af1dd5
20 0xf5ca38f748a1d6eaf726b8a42fb575c3c71f1864a8143301782de13da2d9202b
Welcome!!! 0xd2c8af45b8232023f7bf74ce15398d16c2caef70934449fe3406dcc1d286a1b0
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on the past event. Also, the values cannot be updated in the existing  
asset, instead they can be split or merged to form a new asset.

ii.	 Output: This is the recipient of the amount which is received, and it 
refers to the number of assets which are transferred to the next owner.

1.3.2.5 � Ledger

A ledger is a list of all the transactions that have occurred. By design, a 
blockchain network produces several backup copies of the same ledger 
records, which are all modified and synchronized among peers. One of the 
main advantages of blockchain technology is that each user can keep their 
own copy of the distributed ledger. When new nodes enter the blockchain 
network, they search out other full nodes and demand the complete copy of 
the blockchain network’s distributed ledger, which makes it impossible to 
lose or break the ledger.

1.3.2.6 � Block

Whenever a publishing node releases a block, transactions are recorded on 
the blockchain. A block is made up of two parts: (i) a block header and (ii) 
block data. This metadata information of each block is stored in the block 
header and is shown in Figure 1.5. A list of validated transactions has been 
published to the blockchain network and is included in the block data. 
Validity is assured by verifying that the transaction is properly formatted 
and that each of the digital asset providers has cryptographically signed the 
transaction.

In the block header, the following details are maintained:

	• Block number (also called block height)
	• Hash value of previous block header

FIGURE 1.4
Transaction of cryptocurrencies.
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	• Block data
	• Timestamp
	• Block size
	• Nonce value.

Also, the list of transactions (ledger events) in the region of the block data.
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2
Basic Fundamentals of the Internet of  
Things, Artificial Intelligence and  
Blockchain

The entities in the Internet of Things (IoT) require diverse sets of standards 
and protocols to enable communication over a network. The communica-
tion technologies include RFID (radio frequency identification), NFC (near-​
field communication), Bluetooth, Zigbee, Wi-​Fi, etc. and are meant for short-​,  
medium-​ and long-​range communication. The architectural framework 
integrates components for their seamless cooperation among each other to 
solve complex tasks. AI systems are capable of learning which facilitates 
improvements of their performance over time. AI tools include machine 
learning, predictive analysis and deep learning, which increase the ability 
for learning, reasoning, thinking and decision-​making. Furthermore, the 
future predictions for AI are explored in depth and potential solutions are 
recommended to solve the problems faced in the coming decades. Blockchain 
is an open-​source hyperledger to track the provenance of different items in 
many sectors such as healthcare, manufacturing, retail industry, finance and 
insurance, etc. The convergence of these technologies has become vital, bene-
ficial and inevitable in the fourth digital revolution.

2.1 � Basic Framework and Architecture of the Internet  
of Things

The IoT facilitates physical objects to listen, hear, think and perform tasks by 
allowing them to interact with one another, exchange information and make 
decisions. By using primary technologies such as ubiquitous and widespread 
computing, embedded devices, networking technologies, wireless sensor 
networks (WSNs), IPs and other applications, generally the IoT transforms 
these smart things from conventional to smart. Domain-​specific applications 
(vertical markets) are made up of smart objects and their supposed function-
alities, whereas domain-​independent applications are made up of ubiqui-
tous computing and analytical services (horizontal markets). In that case, if 
a domain-​specific IoT application communicates with domain-​independent 
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services, sensors and actuators in each domain interact directly with one 
another. Further, the IoT is anticipated to have substantial commercial 
applications in the future, leading to enhanced quality of life and global eco-
nomic development. Smart homes, for example, would allow residents to 
unlock their garage doors automatically when they arrive home, make coffee, 
and control TVs, automated climate control and other appliances.

Emerging technologies and developments, as well as service 
implementations, must expand proportionately to market demands and con-
sumer needs in order to realize the capacity for rapid growth. Furthermore, 
devices must be designed to meet consumer needs for accessibility anywhere 
and at any time. To obtain compatibility among heterogeneous objects during 
communication, new protocols are also required (living beings, goods, 
phones, automated vehicles, appliances, etc.). Furthermore, standard archi-
tecture can be seen as a spine for the IoT, allowing businesses to compete by 
delivering high-​quality goods.

Moreover, conventional Internet architecture must be updated to meet 
the IoT challenges. Many underlying protocols, for example, should take 
into account where an immense number of objects are ready to link to the 
Internet. In 2010, the number of Internet-​linked smart objects overtook the 
global human population. As a result, to satisfy consumer demands for 
smart objects, a wide addressing space (e.g., IPv6) is required. Because of 
the inherent heterogeneity of smart objects and the capability to track and 
manipulate physical entities, security and privacy are the most important 
criteria for IoT systems. Furthermore, IoT systems should be managed and 
controlled so as to guarantees that high-​quality services are provided to con-
sumers at less cost.

2.1.1 � Basic Components of the IoT System

Recognizing the IoT basic building components will assist in achieving a  
better understanding of the IoT’s nature and functionality. The six key elem-
ents required to deliver IoT functionality are discussed in the following  
sections, as outlined in Table 2.1.

TABLE 2.1

Components of the IoT and Its Relevant Technologies

IoT Elements Technologies

Identification uCode, EPC—​Naming
IPv4, IPv6—​Addressing

Sensing RFID tag, sensors, actuators, smart sensors, embedded sensors, etc.
Communication Bluetooth, Wi-​Fi, BLE, RFID, NFC, UWB, Z-​Wave
Computation Arduino, Beagle Bone, Z1, UDOO, Intel Galileo, Raspberry PI, etc.
Services Identity, information aggregation, collaborative aware, ubiquitous
Semantics Knowledge extraction tools (OWL, RDF, etc.)
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2.1.1.1 � Identification

Identification is critical in IoT systems for naming and matching services 
on demand. There are a number of IoT identification methods available, 
including electronic product codes (EPCs) and ubiquitous codes (uCode). In 
addition, addressing smart objects in IoT systems is crucial by distinguishing 
the object identifier and address. The object identifier is the name of an object 
including T1 for a specific temperature sensor, and the address is its position 
within a communications network. IPv6 and IPv4 are also used as addressing 
methods for IoT objects. 6LoWPAN uses an IPv6 header compression method 
that makes it ideal for low-​power consumption wireless networks. Since 
identifying methods are not globally specific, distinguishing among object 
identifiers and addresses is critical. Addressing helps in identifying objects 
in a unique manner. Furthermore, objects on the network can use public 
IP addresses rather than private addresses. Identification mechanisms are 
exploited to give each object in the network a distinct identity.

2.1.1.2 � Sensing

Sensing in an IoT environment means gathering data from the connected 
objects and transmitting them to a data warehouse, database or the cloud. 
Also, the information gathered is evaluated in order to proceed with appro-
priate actions based on the services required. Smart sensors, actuators and 
wearable sensing systems are examples of IoT sensors. Several companies, 
for example, provide smart applications that permit people to use their 
smartphones to track and manage thousands of smart appliances within 
buildings. To build IoT devices, single-​board computers (SBCs) with sensors, 
security functions and in-​built TCP/​IP are commonly used (e.g., Raspberry 
PI, Arduino, etc.). Customers usually request data from such devices, which 
are connected to a central management server.

2.1.1.3 � Communication

The communication technologies allow heterogeneous objects to communi-
cate with one another in order to provide precise smart services. With the 
existence of noisy communication links, IoT nodes can typically operate at 
low power. IEEE 802.15.4, Wi-​Fi, Bluetooth, LTE-​Advanced and Z-​wave, are 
examples of IoT networking protocols. RFID, ultra-​wide bandwidth (UWB) 
and near-​field communication (NFC) are communication technologies that 
are also used. RFID (tag and reader) was the primary technology to bring the 
M2M idea into practice. The RFID tag is a simple chip that is fixed to an item 
to identify it. Also, the RFID reader sends a signal to the tag and then obtains 
a reflected signal, which is then sent to the database. The database binds to 
a processing center to classify objects in the range of 10 cm to 200 m based 
on reflected signals. Active tags, passive tags, and semi-​passive and active 
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RFID tags are available. Batteries are required for active tags, but they are 
not required for passive tags. The NFC protocol operates at 13.56 MHz in the 
high-​frequency band and supports a 424 kbps data rate. The communication 
among active readers and passive tags/​two active readers is possible within 
a range of up to 10 cm. The UWB technology has been developed to facilitate 
communications within a short-​range coverage area while using high band-
width and low energy, and its applications to link such kinds of sensors have 
grown substantially.

Wi-​Fi is another networking technology in which radio waves are 
used to send and receive data within a 100-​meter range. In certain ad hoc 
configurations, Wi-​Fi permits smart devices to connect and share informa-
tion even without the use of a router. Bluetooth is a communication tech-
nology that uses short-​wavelength radio to transfer data among devices 
within short distances with minimum power consumption. Bluetooth 4.1 
was recently announced by the Bluetooth Special Interest Group (SIG), and 
includes Bluetooth Low Energy with high-​speed network connectivity that 
is a provision of IoT systems. Also, the IEEE 802.15.4 specification describes 
a physical layer as well as a medium access control protocol for low-​power 
wireless networks that increases the scalability and reliability of communi-
cation. Next, LTE (Long-​Term Evolution) is another wireless communication 
protocol function focusing on GSM/​UMTS network technologies for data 
transmission at a high speed among mobile phones. It has the ability to cover 
fast-​moving devices while also providing broadcasting and multicasting 
facilities. LTE-​A (LTE Advanced) is a more advanced variant of LTE that 
includes up to 100 MHz of bandwidth expansion, spatial multiplexing, lower 
latency, better throughput and extended coverage.

2.1.1.4 � Computation

The significant computational abilities of the IoT system are represented 
as processing units (e.g., microprocessors, microcontrollers, etc.) and other 
software applications. Arduino, BeagleBone, Z1, UDOO, Intel Galileo, 
Mulle, Raspberry PI, FriendlyARM, Gadgeteer, T-​Mote Sky, Cubieboard and 
WiSense are some of the hardware platforms that have been established to 
execute IoT applications. Moreover, a variety of software interfaces are used 
to provide IoT functionality. Operating systems (RTOS) are critical among 
these platforms because they function for the duration of a device’s activa-
tion. Several real-​time operating systems (RTOS) are suitable for the produc-
tion of IoT applications based on RTOS.

The Contiki RTOS, for example, is commonly exploited in IoT-​based 
circumstances. Also, Contiki has a Cooja simulator that enables researchers 
and developers to simulate IoT and wireless sensor network (WSN) 
applications. LiteOS, TinyOS and Riot OS are all lightweight operating 
systems developed for the IoT. Furthermore, the Open Auto Alliance (OAA) 
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was established by auto industry leaders and Google, with the aim of intro-
ducing additional characteristics to the Android platform to speed up the 
adoption of the Internet of Vehicles (IoV) paradigm.

2.1.1.5 � Services

Generally, IoT services can be characterized into four categories: (a) identity-​
related services; (b) information aggregation services; (c) collaborative-​aware 
services and (d) ubiquitous services.

a)	 Identity-​based services are the significant primary services that are 
exploited in various kinds of services. Any application that desires to 
carry real-​world objects into the virtual world must find them initially.

b)	 Information-​aggregation services gather and review the sensory 
measurements which are required in IoT applications.

c)	 Collaborative-​aware services are commonly functioned on the top-​
level of information-​aggregation services; the obtained data are used 
for efficient decision-​making and act accordingly.

d)	 Ubiquitous services, on the other hand, focus on delivering 
collaborative-​aware services to everyone, anywhere, at any time. 
Several IoT applications strive to achieve the status of ubiquitous ser-
vices as their ultimate target.

The information-​aggregation category includes smart healthcare and 
smart grids, while the collaborative-​aware type includes smart buildings, 
smart homes, industrial automation and intelligent transportation 
networks (ITNs).

Smart home IoT services improve people’s lives by making it simpler and 
more convenient to remotely track and control home appliances and devices 
(such as heating systems, energy consumption meters, air conditioners, etc.). 
For example, with weather forecasting applications, a smart home can auto-
matically close the windows and lower the shutters of upstairs windows. 
Smart homes must interact with both the internal and external surroundings 
on a regular basis. The internal atmosphere might even include devices and 
appliances which are connected to the Internet, whereas the external atmos-
phere might have objects that will not be under the smart home control, such 
as smart grid entities.

Building automation systems (BASs) are connected to the Internet in smart 
buildings. A BAS enables the control and management of various devices 
including HVAC, safety, security, lighting and shading, and entertain-
ment, with the help of sensors and actuators. Moreover, BAS may result in 
the reduction of energy consumption and building maintenance costs. For 
instance, a cooling/​heating system or a blinking dishwasher may provide 
an alarm if there is an issue that needs to be investigated and resolved. As a 
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result, requests for maintenance may be submitted to a contracting organiza-
tion without any human interference.

Intelligent transportation systems (ITSs) track and manage the transportation 
network by integrating the computation and communication functionalities. 
The aim of an ITS is to improve the transportation infrastructure’s reliability, 
performance, availability and security. The four significant components in an 
ITS are:

i.	 Monitoring center
ii.	 Security subsystem

iii.	 Vehicle subsystem (RFID reader, GPS, OBU)
iv.	 Station subsystem (road-​side devices).

Furthermore, connected vehicles are gaining in popularity as a means of 
making driving more effective, reliable and enjoyable.

Industrial automation refers to the computerization of robotic systems in 
order to accomplish production activities with negligible human interven-
tion. Primarily focused on four elements (transportation, sensing, processing 
and communication), it enables a set of machines to manufacture goods more 
efficiently and accurately. The role of the IoT in industrial automation is to 
manage and track the processes, functionalities and output rate of produc-
tion machines. For example, if a machine encounters a problem suddenly, an 
IoT device automatically transmits a repair query to the relevant department, 
which will resolve the problem. In addition, the IoT improves productivity 
by effectively examining production-​related timing, data and root causes of 
production problems.

Sensors and actuators can be embedded in patients and their medicines can 
be tracked continuously in smart healthcare applications. Clinical care uses 
the IoT to track patients’ physiological conditions through sensors, which 
gather and analyze their data, and then send the collected information to 
processing centers to take appropriate actions. IBM recently used RFID at one 
of its hospitals to monitor the handwashing system once after completion of 
the testing process. This activity is performed to prevent diseases, which kill 
about 90,000 people per year and costs the economy $30 billion.

Smart grids exploit the IoT to increase the energy efficiency of homes and 
buildings. Furthermore, the IoT in smart grids enables better monitoring and 
managing of resources by power suppliers. Smart grids, for instance, use the 
IoT to link a number of building meters to the energy provider’s network. 
And also, energy consumption is recorded, measured, controlled, monitored 
and handled using these meters. The IoT allows energy suppliers to widen 
their services in order to meet the needs of their customers. Using the IoT in 
the smart grid often decreases the risk of failure, improves reliability, and 
advances service quality also.

A smart city is one of the applications of ubiquitous services, which focuses 
on promoting life quality in urban areas, that is simpler and highly convenient 
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for people to search relevant information. Various systems are integrated to 
provide necessary services in smart city surroundings (transportation, util-
ities, health, government, buildings and homes).

2.1.1.6 � Semantics

In the IoT, semantic means the capability of various devices to acquire know-
ledge intelligently in order to provide the necessary services. Discovering 
and utilizing tools, as well as modeling data, are all part of knowledge extrac-
tion. It also entails identifying and evaluating data in order to provide the 
correct decision with the best service.

2.1.2 � IoT—​Layered Architecture

The IoT can normally interconnect billions of heterogeneous devices, hence 
a versatile layered architecture is essential. The ever-​increasing number of 
proposed architectures has made it difficult to choose a standard one. The 
primary model is a three-​layered architecture composed of the applica-
tion, network and perception layers, which was chosen from a collection of 
proposed models. Some other reference models that bring greater refinement 
to the existing IoT architecture have been proposed recently. Three-​layered 
and five-​layered reference models are depicted in Figure 2.1. A discussion on 
the five-​layered model follows.

2.1.2.1 � Perception/​Object Layer

The perception/​object layer is the first layer that characterizes the IoT’s  
sensors to capture and process data. In addition, this layer contains sensors  
and actuators that can query position, acceleration, motion, weight,  

FIGURE 2.1
IoT layered architecture.
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temperature, vibration, humidity, etc. [1]. The perception layer uses the  
standardized plug-​and-​play mechanisms to configure the objects which are  
heterogeneous. Also, the perception layer transmits data to the next layer,  
called the object abstraction layer. Moreover, the generation of big data by  
IoT devices is also initiated in this layer.

2.1.2.2 � Object Abstraction Layer

Object abstraction uses safe channels to transfer data from the previous layer 
to the next later, the service management layer. RFID, Bluetooth Low Energy 
(BLE), Wi-​Fi, UMTS, GSM, 3G, ZigBee, infrared and other communication 
technologies can be used to transmit data. Furthermore, other functionalities, 
such as cloud storage, data management, etc. are also managed at this object 
abstraction layer.

2.1.2.3 � Middleware/​Service Management Layer

The middleware/​service management layer matches a service with the 
details of the requester using names and addresses. Also, the middleware 
layer allows programmers to proceed with their tasks with a variety of het-
erogeneous entities without exploiting any particular hardware platform. 
Furthermore, this middleware layer also receives data, processes them by 
making an efficient decision, and delivers the desired services with the 
support of network communication protocols.

2.1.2.4 � Application Layer

Customers request services, which are generally offered by the application 
layer. For example, this layer will also provide air humidity and tempera-
ture measurements to a customer who requests them. This layer is essential 
for the IoT system since only it can deliver high-​quality services in order to 
satisfy customer requirements. Smart building, smart healthcare, industrial 
automation and transportation, smart home, etc. are some of the significant 
vertical markets covered by this layer.

2.1.2.5 � Business/​Management Layer

The operations and different services of the complete IoT system are con-
trolled by the management layer. Also, this business layer’s responsibil-
ities include creating a business model, graphs, flowcharts and other visual 
representations of the data obtained from the previous layer. Moreover, it 
is also responsible for the design, analysis, implementation, evaluation, 
monitoring and development of IoT device components. In general, this 
layer enables decision-​making processes based on big data analysis and also 
performs control and management of the remaining four layers under it. 
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Furthermore, this management layer compares the output of each layer to 
the planned output for improving services and safeguarding users’ privacy.

Finally, it is concluded that the application layer acts as an interface from 
which the users can communicate with a computer and demand the desired 
data in the five-​layer model. It also connects to the business/​management 
layer, with reports being generated to allow for high-​end analysis. The appli-
cation layer’s data access control mechanisms are also managed at this layer. 
Because of its complex and massive computational requirements, this man-
agement layer is generally operated on highly potential devices. From the 
above discussion, it is considered that due to the architecture’s simplicity, the 
five-​layered IoT architecture is the most commonly used paradigm for sev-
eral IoT applications.

2.2 � Understanding the Basic Concepts of Artificial  
Intelligence

2.2.1 � Introduction to AI

AI is concerned with the design of intelligence. If fact, it is actually concerned 
with the design of intelligence in artificial artifacts and artificial devices. 
Thus, artificial systems or man-​made systems are building intelligence into 
them. This term was coined by McCarthy in 1956 at the famous Dartmouth 
conference [2]. Now, the term artificial is easy to understand, but what is 
intelligence?

It is very difficult to define intelligence. Often, intelligence is perceived as 
something that characterizes humans. If you take human beings to be intel-
ligent you can say that artificial intelligence means having behavior which 
is similar to that of a human. In fact, there are two thoughts here. First, is 
to have a machine or system that behaves like a human. Humans are not 
always completely intelligent, although they have a good level of intelli-
gence. In fact, although humans are relatively intelligent, they do not always 
behave intelligently. Second, is the other idea that artificial intelligence is 
concerned with intelligence which results in the ideal, best, or most rational 
behavior. It enables a machine to behave in the best possible manner. There 
is another dichotomy in this definition. When we talk about behavior what 
sort of behavior are we talking about? There are two main types of behavior 
that people generally refer to. The first is thinking: thinking intelligently, 
reasoning properly and intelligently in order to come up with a solution. And 
the second approach is to talk about not thinking but acting, that is how the 
system actually acts or behaves. Therefore, we can talk about intelligence as 
something which characterizes humans or something that means behavior in 
the best possible manner or behaving rationally.
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2.2.2 � Approaches to AI

Again, think about intelligence as thought or intelligence in action. Therefore, 
based on this criterion we can look at the different ways of defining AI. So, 
we may look at thought processing or reasoning versus behavior, or look at 
human-​like performance versus ideal rational performance. Figure 2.2 shows 
the four different definitions that emerge from these two dichotomies.

On the one hand, we have thought or reasoning versus behavior and on 
the other hand we have human-​like performance versus ideal performance. 
Therefore, there are systems that think like humans.

For example, the famous Turing test, which was devised by Alan Turing, in 
which a system which passed the Turing test would be one that behaves like a 
human or thinks like a human [3]. The second definition is systems that think 
rationally. The school of thought including philosophers, mathematicians 
and computer scientists who have worked on logic and laws of thought 
adheres in this approach. Third, there are systems that act like humans; 
cognitive scientists look at the properties of systems that act like humans. 
Finally we have the definition of systems that act rationally or systems that 
act in the best possible manner [4]. Now, for this we have the approach of 
constructing a rational agent, that is an agent which acts rationally. Alan 
Turing was considered by many to be the father of AI due to his devising of 
the Turing test.

In the Turing test the following experimental set up is used. There will  
be a closed room, and in this closed room there will be a being which may  
be a computer or a human. There is an interrogator outside the room. The  

Thought/reasoning
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System that thinks rationally
Laws of thought/logic

System that thinks like humans
Turing test

System that acts rationally
Rational agents

System that acts like humans
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Human-like
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FIGURE 2.2
Different approaches of the AI technique.
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interrogator does not know whether the being inside the room is a computer  
or a human. Therefore, what the interrogator does is asks questions, and the  
being inside the room processes these questions and returns some answer,  
with the interrogator in a separate room receiving the answers on a screen.

Now the interrogator has to make out from the answers whether the being 
inside the room is a computer or human. If there is a computer inside the 
room then it tries to convince the interrogator that it is actually a human 
being in the way that it answers the questions, and it is the task of the inter-
rogator to decide whether it is human or not.

If the interrogator cannot reliably distinguish between a human answerer 
and a computer answerer then we can say that the computer system possesses 
artificial intelligence. This was the test devised by Turing to discover whether 
the machine possessed sufficient intelligence to match that of a human in 
answering questions. Now let us look at problems with AI.

2.2.3 � AI Problems

Intelligent entities or agents need to be able to do different types of tasks. 
There are some tasks which are regular tasks that we do as a matter of fact in 
our daily life and there are some tasks that we consider intelligent, such as 
solving difficult mathematical problems, playing games of chess in an expert 
fashion and other activities which intelligent people can do well.

An example of a routine task is planning routes. Suppose you want to go 
to a place from the market and you plan a path along which you will go. Or 
you want to go from a place to, let us a say, a particular place in Delhi and you 
have to plan the journey and path. Something that could be done is trying to 
recognize objects or recognize faces of people, which requires vision.

Third, we communicate with each other through natural language. Fourth, 
we navigate around obstacles on the street. Therefore, these are tasks that 
we carry out routinely. In fact, most animals carry out these tasks routinely. 
And then there are expert tasks, such as medical diagnosis, which are only 
performed by doctors or experts in the field. Mathematical problem solving 
can be done effectively only by good mathematicians.

Now, which of these problems are easy for a computer to do and which 
are hard? Surprisingly, it has been much easier to mechanize many of the 
high-​level tasks which are so-​called expert tasks, which has been easier in 
the history of AI and the history of computers. It has proven easier to solve 
problems which are really the domain of experts, however AI has not had the 
same success in dealing with mundane tasks.

For example, AI systems can easily carry out symbolic integration. Some 
of these systems have been able to prove theorems. AI systems also can play 
chess quite well. There are systems that provide medical diagnoses in par-
ticular domains. However, there are some things that humans and animals do 
quite effortlessly, for example, walking around without running into things, 

 

 



Convergence of Blockchain, AI and IoT42

42

catching prey and avoiding predators, interpreting complex sensory infor-
mation, modeling the internal states of other animals trying to understand 
what they are thinking about us, planning what to say and also working as a 
team or collaborating. These tasks, unfortunately, have not all been easy for 
machines to perform. Let us look at some of the basic intelligent behaviors 
in humans:

Perception: Ability to see, hear sensory information;
Reasoning: Reasoning with the information that we have;
Learning: Learning for new situations, understanding natural language, 
communicating in natural language, solving problems.

Hence these things, namely perception, reasoning, learning, language, 
understanding and solving problems are examples of some of the things that 
we want our AI systems to solve. Having looked at the definition of AI, let us 
discuss some examples of AI systems that have been created.

Some of the applications of AI include the following: computer vision, 
image recognition including face recognition, robotics, natural language pro-
cessing and natural language understanding, speech processing, etc. The 
practical impact of AI is that AI components are embedded in numerous 
devices.

AI systems are in everyday use in detecting credit card fraud, in configuring 
products, in complex planning tasks and in advising physicians. Also, intel-
ligent tutoring systems provide an additional benefit of personal attention to 
the system. These systems are currently being used and have had a tremen-
dous impact because they are so useful.

There is a system called ALVINN, which stands for Autonomous Land 
Vehicle in a Neural Network [5], which was designed in 1989 by Dean 
Pomerleau at Carnegie Mellon University. This system drove a car from the 
east coast to the west coast of the United States of America using computer 
control. It drove completely autonomously for most of the 2850 miles. Only 
for 50 miles, especially at exits to freeways, etc., did the human driver take 
charge. For 2800 miles the car drove itself. The idea behind this car is quite 
simple. In front of the car is a camera which takes a picture of the road in front. 
The picture or image is used in a neural network. The picture is captured 
into an image containing 30/​32 pixels. These pixels are fed into a neural net-
work with four hidden units and the output tells the processor which way 
to turn the wheel and decide the speed, and so on. In 1997 the Deep Blue 
chess program developed at IBM beat the then-​current world chess cham-
pion Gary Kasparov. This was the computer Deep Blue and Gary Kasparov 
after he lost the match accidentally. In a machine translation if we could 
have immediate translations between people speaking different languages 
it would be a remarkable feat with very wide ranging economic and cultural 
implications [6]. In the world today there many different languages and so 
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we may encounter people whose language we do not understand. In India 
alone there are many languages, with more than 20 official languages, and 
so it is not possible to learn each of these. Therefore, it not it a great help to 
humankind if we had a system which could carry out simultaneous machine 
translations so that we could effortlessly understand one another.

Full machine translation is not yet available, however, there has been quite 
some progress in the field of machine translation in a small way. For example, 
according to Reuters Sources, the US military used a simple one-​way trans-
lation device in Iraq. US forces used the Phraselator to communicate with 
injured Iraqi prisoners of war, travelers at checkpoints, and for other peace-
keeping duties. Carnegie Mellon University has worked on a system called 
the speechlator for use in doctor–​patient interviews. Imagine how difficult it 
is when a doctor does not understand the language of the patient. Also, when 
the patient does not understand the language of the doctor they will not be 
able to communicate their symptoms accurately to the doctor. Therefore, 
speechlator is used in order to help doctors understand their patients. In space 
exploration, robotic space probes autonomously monitor their surroundings, 
make decisions, and act to achieve their goals.

2.2.4 � Types of Artificial Intelligence

Now that we have looked at different examples of systems that use AI, we 
will briefly look at some approaches to AI and to solving AI tasks. One way of 
looking at AI is as either strong or weak AI. Strong AI aims to build machines 
that can truly reason and solve problems. Strong AI includes machines that 
are self-​aware and whose overall intellectual ability is indistinguishable from 
that of a human.

Therefore, strong AI proponents want to develop systems that are com-
pletely intelligent and that can do things completely using their own intel-
ligence. Such systems can be human-​like, or non-​human-​like but rational. 
When AI was conceived in the 1950s and 1960s there was huge optimism 
about it and there was a prediction that very soon AI systems would be able 
to overtake humans and be able to everything that a human can do, and carry 
out tasks much better and faster than humans.

However, such optimism has been ill founded, and this was partly the 
reason that some people lost faith in AI techniques. However, after over 
50 years of research into AI, we are in a position to understand and appreciate 
the true difficulty of the different problems that AI faces. Weak AI, unlike 
strong AI, deals with the creation of some AI that cannot truly reason and 
solve problems but act as if it were intelligent. Therefore, the proponents of 
weak AI claim that machines which have been suitably programmed can 
simulate human cognition, appear to behave intelligently, and appear to do 
tasks well and intelligently without really having the same intelligence or 
understanding as humans. Therefore, strong AI really deals with machines 
that have mental states that think, reason, and understand their behavior, 
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whereas weak AI is involved in simulating human behavior or simulating 
intelligent behavior without really claiming that the reasoning process 
behind it is intelligent.

The goal of applied AI is to produce viable smart systems. For example, 
it would be nice to have a security system that is able to recognize the faces 
of people who are permitted to enter a particular building. There are cer-
tain applications which are useful to us that applied AI aims to solve intel-
ligently, not necessarily by constructing a complete intelligent agent but 
rather an agent which is intelligent in doing a specific task. For example, 
recognize people, detect credit card fraud, or drive a vehicle autonomously. 
Therefore, they take up specific tasks and develop systems that solve those 
tasks. Fourth, cognitive AI deals with the studies where computers are used 
to test theories about how the human mind works. Cognitive scientists want 
to understand how humans act, behave, and think, and these theories can be 
tested by building them into machines and watching and testing how well 
the machines function using those theories.

In the core areas we talk about knowledge representation, reasoning, and 
machine learning.

General algorithms: search, planning, constraint, satisfaction.
Perception: vision, natural language processing, robotics.
Applications: game playing, AI and education, distributed agents.
Uncertainty: probabilistic approaches, decision theory, reasoning with sym-
bolic data.

What can today’s AI systems do? We have systems that can recognize faces, 
we have almost autonomous vehicles, and our natural language processing 
systems can do simple machine translations. Our expert systems can carry 
out medical diagnosis in a narrow domain. In learning, our text categoriza-
tion systems can work and categorize the text from about thousand topics. 
In games, AI systems have achieved grand master level in chess where in the 
noisy world we have good champion programmers who are playing checkers 
at every level.

However, there remain many limitations to what AI can do. AI systems 
currently cannot understand natural language robustly. AI systems cannot 
yet surf the web or interpret an arbitrary visual scene. We have seen that they 
can recognize facial images or work in a narrow domain of recognition. AI 
systems cannot fully learn a natural language. They cannot construct plans in 
all sorts of dynamic real-​time domains in general.

2.2.5 � Limitations of Artificial Intelligence

When thinking about the limitations of AI, the first thing that comes to mind 
is data. AI runs on data, however, data can be imperfect, so if the data are 
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unreliable for the input, the algorithm and results are also affected. Data can 
be biased, inaccurate or may not be truly representative of the data set that 
it is supposed to be. These are very important considerations to think about. 
Data are seen by some as the new oil of the 21st century and they have to be 
clean and accurate because, if you think about the value of data, it requires 
taking the data and breaking it down, analyzing it and then using that infor-
mation. If that information to start with is not clean or reliable then there is 
no value in the output that results.

A global study has been done to establish ethical guidelines across the 
globe looking at corporations as well as governments and other principals 
involved in AI [7]. They found that there was no unified database, and they 
came up with five key areas of ethics as a solid framework in which to discuss 
the considerations or limitations of AI.

Transparency: The communication and disclosure about the information that 
is being collected and used in an AI program.

Justice, Fairness and Equity: The biases in the algorithm, even if the data are 
clean for creating the algorithm. Biases will be there and so we cannot assume 
that an algorithm is impartial.

Nonmaleficence: There is the intentional misuse of the data, For example, 
cyber warfare and malicious hacking.

Responsibility: Who is responsible? There is a lot of talk about responsible 
AI but it is really defined by AI developers, designers and institutions, and 
the AI industry as a whole.

Privacy: We have a right to uphold and protect our data, so data security and 
data protection are other considerations in AI. Although the human element 
is missing, this is an obvious part of the limitations of AI.

The adoption of AI in education varies. Research into the effectiveness of 
AI in education is emergent. Currently, it is a moving target, so there’s also a 
fear that it is curriculum driven and not driven jointly with students. Hence, 
student agency is another limitation, and for AI that student agency is not 
necessarily propagated. Using AI in education and the roles of teachers are 
changing. Thus, is not an easy thing to adopt, which is another reason that 
the adoption of AI is somewhat varied.

2.3 � Layered Architecture of Blockchain Technology

Blockchain has significant impacts on finance, cryptocurrencies and socio-
economic activities. It is an ensembled innovative technology that combines  
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economics, cryptography and computer science. A six-​layered reference archi-
tecture is proposed that describes the major components of the blockchain  
system, as shown in Figure 2.3.

2.3.1 � Data Layer

The key techniques are provided in the data layer to manipulate heteroge-
neous data gathered from physical, cyber and social spaces [8–​10].

The data are packed into chained blocks, which are maintained in all par-
ticipating nodes of the blockchain network by exploiting the data structure  
of hashed, asymmetrically encrypted and Merkle trees. Particularly, the node  
which has won in the consensus competition is influenced to package the  
data created within a certain period of time. The generated new block, along  
with the time-​stamp, denotes the creating time of the competition. If any con-
flict occurs due to double spending, only one version or a majority of nodes  
would be chosen and added to the existing blocks. As depicted in Figure 2.4,  
a Bitcoin block comprises a header that includes the meta-​information about  
the block and the body part contains a Merkle tree structure of hashed data.  
The blocks are organized in chronological order that contains the complete  
history of block generation. In the data layer, time stamp and Merkle tree are  
considered as the two significant components of the blockchain ledger. The  
inclusion of the timestamp facilitates the precise positioning and traceability  
of blockchain data. The Merkle tree assists in realizing efficient, rapid and  
secured verification of blockchain data. Moreover, blockchain is likely to be  
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FIGURE 2.3
Layered architecture of blockchain technology.
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extensively used in several time-​sensitive scenarios. The timestamp endows  
blockchain data with being persistently available and paves a way to search  
out the historical data also.

2.3.2 � Network Layer

The network layer focuses on decentralized communication models and their 
related mechanisms such as data forwarding, verification and distributed 
networking. Most blockchain applications deal with a dynamic environment 
consisting of an enormous number of connected devices. The decentralized 
environment in blockchain can be topologically configured as P2P networks. 
All participating nodes in the blockchain network are impartially privileged 
without any middle-​man intervention, hence the blockchain system entails 
bottom-​up control and is decentralized. The nodes track the network activ-
ities and verify the broadcasted blocks by maintaining a built-​in checklist. 
The decision is made by forwarding the valid blocks to the neighboring nodes 
and by discarding the invalid nodes. Finally, the blocks agree by the majority 
of nodes that are added onto the blockchain. The P2P decentralized network 
supports blockchain as a potential architecture for the future generation of 
cloud computing. A cloud model evolved with many centralized servers acts 
as a decentralized model, which facilitates interaction and communication 
among decentralized entities [11].
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FIGURE 2.4
Block details based on the Merkle tree structure.
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2.3.3 � Consensus Layer

Blockchain uses consensus algorithms to ensure the fault-​tolerant level 
and data consistency of the distributed shared ledger among all nodes [12]. 
Blockchain models highly focus on dynamic environments with multiple 
untrusted entities, along with Byzantine failures as well [13]. Hence, complex 
algorithms such as Proof-​of-​X (PoX) consensus algorithms and Byzantine 
fault-​tolerance algorithms are required to manage open and semi-​open 
environments. In particular, PoW (Proof-​of-​Work) is the most widely using 
algorithm, which can be implemented by the nodes to perform complex 
computations in order to validate the block or data by competing repeatedly 
[14]. Subsequently, the node which is won is permitted to merge its block on 
the distributed ledger; the node with the largest number of coins is allowed 
to create a new block. Proof-​of-​Stake (PoS) and delegated PoS (DPoS) are 
appropriate for lightweight blockchain systems.

2.3.4 � Incentive Layer

In the incentive layer, economic rewards are introduced to maximize the 
revenue by guaranteeing the trusted ecosystem in the blockchain network. 
The block creation and data verification processes are considered as the 
crowdsourcing task for the participating nodes by contributing the com-
puting power. Such nodes are self-​motivated agents, and the incentive-​
based compatible mechanisms are required to satisfy the individual node 
requirements. In cryptocurrencies, once a block is created, cryptocurrencies 
are issued as a reward to the node which has won in order to motivate the 
participating nodes in the complete network. The incentive layer acts as a 
driving force, particularly in public blockchains. It leverages blockchain by 
supporting micropayments in real time, establishing cryptocurrency-​based 
financial trading in blockchain. It is optional for private blockchains that 
are partially centralized for closed and semi-​open scenarios. In fact, trusted 
entities can participate without any financial requirements.

2.3.5 � Contract Layer

Various mechanisms and algorithms (e.g., smart contract) are exploited to  
trigger the static data, assets or money, and they provides an abstract view of  
business logics in the blockchain systems. Smart contracts are well-​defined  
as a set of self-​enforcing, self-​executing and self-​verifying rules stored and  
maintained by the blockchain. Once the set of parties has agreed with the  
predefined rules, the codifying process could be initiated with the smart con-
tract by cryptographically signing it and disseminating it in the P2P network.  
The verified smart contract will be appended to the distributed ledger. Once  
the preconditions are activated, the corresponding actions are carried out  
without any human intervention, as depicted in Figure 2.5. This transforms  
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the digital assets in the form of smart features that could be managed in an  
automatic manner, thus reducing the complexity and increasing programma-
bility and autonomy [15].

2.3.6 � Application Layer

This layer deals with several use-​cases and applications of blockchain, since 
the technology has now gained tremendous attention in different indus-
trial sectors. Blockchain has reshaped the traditional applications with its 
characteristics such as disintermediated, decentralized systems, by attracting 
many investors and startup companies.

References

1.	 Sumathi, D., and T. Poongodi (2020). Internet of Things: From the foundations 
to the latest frontiers in research, IoT Network Architecture and Design, De-​
Gruyter, Internet of Things, 63.

2.	 Moor, J. (2006). The Dartmouth College artificial intelligence conference: The 
next fifty years. Ai Magazine, 27(4), 87–​89.

3.	 Schoenick, C., P. Clark, O. Tafjord, P. Turney, and O. Etzioni (2017). Moving 
beyond the turing test with the Allen AI science challenge. Communications of 
the ACM, 60(9), 60–​64.

FIGURE 2.5
Smart contract in blockchain.

 

 

 

 

 

 

 

 



Convergence of Blockchain, AI and IoT50

50

4.	 Skinner, B. F. (1985). Cognitive science and behaviourism. British Journal of 
psychology, 76(3), 291–​301.

5.	 Pomerleau, D. A. (1989). Alvinn: An Autonomous Land Vehicle in a Neural 
Network. Artificial Intelligence and Psychology Project, Carnegie-​Mellon 
University, Pittsburgh, PA.

6.	 Sager, J. C. (1994). Language Engineering and Translation: Consequences of 
Automation (Vol. 1). John Benjamins Publishing, Amsterdam.

7.	 Jobin, A., M. Ienca, and E. Vayena (2019). The global landscape of AI ethics 
guidelines. Nature Machine Intelligence, 1(9), 389–​399.

8.	 Wang, X., L. Li, Y. Yuan, P. Ye, and F. Y. Wang (2016). ACP-​based social com-
puting and parallel intelligence: Societies 5.0 and beyond. CAAI Transactions 
on Intelligence Technology, 1(4), 377–​393.

9.	 Wang, X., X. Zheng, X. Zhang, K. Zeng, and F. Y. Wang (2016). Analysis of 
cyber interactive behaviors using artificial community and computational 
experiments. IEEE Transactions on Systems, Man, and Cybernetics: Systems, 47(6), 
995–​1006.

10.	 Wang, F. Y., Y. Yuan, X. Wang, and R. Qin (2018). Societies 5.0: A new paradigm 
for computational social systems research. IEEE Transactions on Computational 
Social Systems, 5(1), 2–​8.

11.	 Yuan, Y., and F. Y. Wang (2016). Blockchain: The state of the art and future 
trends. Acta Automatica Sinica, 42(4), 481–​494.

12.	 Chen, C. P., G. X. Wen, Y. J. Liu, and F. Y. Wang (2014). Adaptive consensus 
control for a class of nonlinear multiagent time-​delay systems using neural 
networks. IEEE Transactions on Neural Networks and Learning Systems, 25(6), 
1217–​1226.

13.	 Fan, J., L. T. Yi, and J. W. Shu (2013). Research on the technologies of Byzantine 
system. Journal of Software, 24(6), 1346–​1360.

14.	 Kraft, D. (2016). Difficulty control for blockchain-​based consensus systems. 
Peer-​to-​Peer Networking and Applications, 9(2), 397–​413.

15.	 Wang, F. Y., Y. Yuan, C. Rong, and J. J. Zhang (2018). Parallel blockchain: An 
architecture for CPSS-​based smart societies. IEEE Transactions on Computational 
Social Systems, 5(2), 303–​310.

 

 

 

 

 

 

 

 

 

 

 

 

 



51

51DOI: 10.1201/9781003046462-4

3
Artificial Intelligence Enabling 
IoT Optimization

The emergence of artificial intelligence (AI) has changed the entire ecosystem 
of the world to a triggered environment and reduced the need for human 
intervention and effort. The Internet of Thigs (IoT) has evolved different 
performance evolutions through various other computing networks. The 
development incorporated with cloud computing is called fog computing, 
which is the extended version of cloud computing created by CISCO for real-​
time communication and extended bandwidth usage for IoT devices and 
increasing operational efficiency [1]. Fog computing also refers to edge com-
puting, which uses real-​time data processing and a cloud environment with 
greater speed [2].

This processing involves distributed processing rather than centralized 
control—​the self-​driving vehicle is a prominent example which works with 
AI technology in a distributed nature. AI plays a vital role in the clinical and 
health industries with systematic support for IoT-​equipped devices. The 
rapid development of cardiovascular and oncology specializations with AI-​
powered technological has had a significant impact on the medical industry.

The IoT market is advancing almost daily. This includes the IoT, which 
integrates things with multiple industrial machineries, manufacturing plants 
and medical and computational transitional systems. Different factors have 
made sophisticated changes to IoT industries; one of the most prominent 
roles is the edge computing system. The current cloud computing system 
has failures in regard to security and privacy issues for IoT devices. These 
concerns about security resulted in the introduction of edge technology. IoT’s 
three main essential components are devices we call things, the cloud ser-
vices used and intelligence for action [3] (see Figure 3.1).

The introduction of AWS IoT services (see Figure 3.2) created more config-
uration and security for the devices in the cloud environment. The interoper-
ability of Amazon services and IoT devices was enabled by these AWS  
IoT services. The real-​time network connection termination is a common  
problem, therefore devices that can be working with an offline mode can be  
supported by the repository services of AWS IoT services. Another property  
of AWs services is that the new version for updated data can be made as  
a different version; sometimes, a new model may be incompatible with the  
older version, so there is provision to switch back to the old model [2]. The  
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AWS IoT services involve intelligence that corresponds to electronic medical  
records, redshift databases and cloud watches for management tools and  
services.

There are many edge computing platforms used with IoT services such 
as AWS Green Grass, Azure IoT Edge, Google cloud IoT Edge, etc. [2]. The 
cloud uses globally available data and resources. In contrast, edge is an intel-
ligence offloaded from the cloud to IoT devices. The edge mechanism is an 
intermediator between the cloud and IoT devices. As it comes with AI, edge 
services have become a destination for running machine learning and artifi-
cial intelligence processing.

Edge computing distributes the cloud services and makes them available 
to all devices, reducing the latency time. It moves the core cloud services 
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FIGURE 3.2
AWS IoT service.

FIGURE 3.1
Basic components of the IoT.
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to actual data, strengthening the public cloud platform by introducing 
security and privacy services. The edge service the data are serviced locally 
and delivered at network services. Edge services reduce the round trip for 
passing data to the cloud.

The AWS core part connects devices to the cloud. Each device should be 
connected to the IoT core, and before that, it should be registered to this core, 
and it will certify devices with the digital identity for the particular device. 
The AWS IoT core has a workflow as shown in Figure 3.3 [4].

The initial aspect is authentication and authorization. It moves to the device  
gateway, cloud endpoint and the message broker for feeding devices to cloud-​ 
like metadata and commands. The subsequent flow is the rules engine that is  
used to describe how messages will arrive and flow into the cloud. The next  
part is the device shadow which is the digital identity of the physical device  
running, and all the changes news first reach the device shadow and then  
propagate to the corresponding devices. The device shadow acts as a buffer  
between the current and next state of the devices. The last part is the device  
registry extensive database connected to devices, cloud and services.

FIGURE 3.3
AWS IoT core.
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3.1 � Implementation of Edge Mechanism through  
Artificial Intelligence

Edge computing can be implemented through artificial intelligence by allo-
cating the resources intelligently and accurately. The computational com-
plexity and delay in the communication were the major drawbacks of the 
traditional system. Still, the development of edge computing with artificial 
intelligence mastered this problem. The emergence of edge computing solves 
computing power and data gathering issues in a highly reliable and faster 
way. Therefore, edge computing has pushed the cloud services to the edge 
of the network and gathers data to make a local decision more quickly. The 
Internet of Things creates a provision for edge computing to use commercial 
objects with perfect decision-​making using machine learning algorithms. The 
edge implementation mechanism reduces the latency. It also helps devices that 
are not frequently connected to the Internet and can make intelligent decisions 
with edge computing backup processing to stabilize network connectivity.

Commercial devices like smart hospitals, related industries, and aircraft  
use a minimum of 2–​5 terabytes per day. Therefore, a massive amount of  
data is generated by all devices, and the traditional system is not capable of  

FIGURE 3.4
Distributed nature of edge computing.
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adapting to these devices, which has required that edge technology make  
a drastic change to cloud services. The conventional cloud system focused  
on storage, computation, and analytics, but edge computing involves a  
distributed computing approach with localization methods that are data-​ 
driven and transmitted through these devices (see Figure 3.4).

The main advantage of edge computing is it ensures the privacy of data. If 
any user does not want to store data in the cloud but instead to use it locally 
for current processing, edge computing will assist for the particular session 
with privileged instructions. Scalability, security and lower cost are other 
features of edge computing.

The technology that is used for edge computing is AI and machine learning, 
time-​sensitive networking, 5G, etc. Here we are dealing more with artificial 
intelligence technology, incorporated with machine learning, reflecting tre-
mendous changes in the technological world. As is known, there are open 
source technologies that will support the feasibility mode for the working of 
AI technology with a perfect ecosystem for building a real-​time intelligent 
system [4].

3.2 � Anomaly Detection of Trained Sensor Data 
Using the SVM and PCA Mechanism

Anomaly detection is an important research topic in data mining and machine 
learning. Anomaly detection refers to the problem of finding patterns in data 
that do not conform to expected behavior. These nonconforming patterns 
are referred to as anomalies, outliers, discordant observations, exceptions, 
aberrations, surprises, peculiarities or contaminants in different application 
domains. Anomaly detection finds extensive use in various applications such 
as fraud detection for credit cards, insurance or health care, intrusion detec-
tion for cybersecurity, fault detection in safety-​critical systems and military 
surveillance of enemy activities [5].

However, most anomaly detection methods are typically implemented in 
batch mode and cannot be easily extended to large-​scale problems without 
sacrificing computation and memory requirements. The existing methods 
include normal data with multiclustering structure and data in a higher 
high-​dimensional space. It is typically not easy for the former case to use 
linear models such as PCA to estimate the data distribution if there are mul-
tiple data clusters present. Moreover, many learning algorithms encounter 
the “curse of dimensionality” problem in a highly high-​dimensional space. 
Although handling high-​dimensional data does not need to compute or keep 
the covariance matrix, PCA might not be preferable in estimating the prin-
cipal directions for such kinds of data.
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This chapter proposes an online oversampling principal component ana-
lysis (osPCA) algorithm to address this problem. The OSPCA aims to detect 
outliers from a large amount of data via an online updating technique. Unlike 
initial principal component analysis (PCA)-​based approaches, the entire 
data matrix or covariance matrix is not stored. This approach is especially 
of interest for online or large-​scale problems. By oversampling the target 
instance and extracting the principal direction of the data, osPCA allows us to 
determine the anomaly of the target instance according to the variation of the 
resulting dominant eigenvector. Since osPCA needs not explicitly perform 
eigen analysis, the proposed framework is favored for online applications 
that have computation or memory limitations.

3.2.1 � Principal Component Analysis

Principal component analysis (PCA) is a well-​known unsupervised dimen-
sion reduction method that determines the data distribution’s principal 
directions. PCA is a well-​established technique for dimensionality reduc-
tion and multivariate analysis [5]. Examples of its many applications include 
data compression, image processing, visualization, exploratory data ana-
lysis, pattern recognition and time series prediction. The popularity of PCA 
is due to three essential properties. First, it is the optimal linear scheme for 
compressing high-​dimensional vectors into a set of lower-​dimensional vectors 
and then reconstructing the original location. Second, the model parameters 
can be computed directly from the data—​for example, by diagonalizing the 
sample covariance matrix. Third, compression and decompression are easy 
operations to perform given the three model parameters—​they require only 
matrix multiplication. A multidimensional hyperspace is often challenging 
to visualize [6].

The main objectives of unsupervised learning methods are to reduce 
dimensionality, scoring all observations based on a composite index and 
similar clustering comments together based on multivariate attributes. 
Summarizing multivariate attributes by two or three variables that can dis-
play graphically with minimal loss of information is helpful in knowledge 
discovery. Because it is hard to visualize a multidimensional space, PCA is 
mainly used to reduce the dimensionality of d multivariate attributes into 
two or three dimensions. In mathematical terms, PCA is a technique where 
n correlated random variables are transformed into d ≤ n uncorrelated 
variables. The uncorrelated variables are linear combinations of the original 
variables and can express the data in a reduced form. Typically, the first prin-
cipal component of the transformation is the linear combination of the actual 
variables with enormous variance.

The first principal component is the projection on the direction in which 
the variance of the projection is maximized. The second principal compo-
nent is the linear combination of the original variables with the second-​
largest variance and orthogonal to the first principal component, and so 
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on [6]. In many data sets, the first several principal components contribute 
most of the variance in the original data set. The rest can be disregarded 
with minimal loss of the variance for dimension reduction of the data set. 
PCA has been widely used in the domain of image compression, pattern 
recognition and intrusion detection. The distance of each observation is 
measured from the center of the data for anomaly detection. The distance 
is computed based on the sum of squares of the standardized principal 
component scores.

To obtain principal directions, one needs to construct the data covariance 
matrix and calculate its dominant eigenvectors. These eigenvectors will be 
the most informative among the vectors in the original data space and are 
considered the principal directions. Let A =​ [x1T;x2T; …… xnT] ⋴ IRn × p, 
where each row xi represents a data instance in p dimensional space, and n is 
the number of the cases. Typically, PCA is formulated as the following opti-
mization problem [5]:

	 min
,u IR u I i

n
T

i i

T

pxk
UU x x

∈ = =
∑ −( ) −( )

1

µ µ 	 (3.1)

U is a matrix consisting of k dominant eigenvectors. From this formulation, 
one can see that the standard PCA can be viewed as a task of determining a 
subspace where the projected data have the most significant variation. PCA 
is formulated as the following optimization problem. One can see that the 
standard PCA can be viewed as a task of determining a subspace where 
the projected data have the most significant variation. Alternatively, one 
can approach the PCA problem by minimizing the data reconstruction error 
[5–​7].

	 min ||( ) ||
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T

pxk
J U x x UU 2
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1

µ µ 	 (3.2)

where (x i –​ µ) UT determines the optimal coefficients to weigh each principal 
direction when reconstructing the approximated version of x i –​ µ. Generally; 
the problem in either (3.1) or (3.2) can be solved by deriving an eigenvalue 
decomposition problem of the covariance data matrix,

	 U U
A

=∑ Λ	 (3.3)

where,
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is the covariance matrix, and µ is the global mean. Each column of U 
represents an eigenvector of ƩA, and the corresponding diagonal entry in Ʌ is 
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the associated eigenvalue. For dimension reduction, the last few eigenvectors 
will be discarded due to their negligible contribution to the data distribution.

While PCA requires the calculation of the global mean and data covariance 
matrix, it was found that both are sensitive to the presence of outliers, if there 
are outliers present in the data, dominant eigenvectors produced by PCA will 
be remarkably affected by them, and thus this will cause a significant vari-
ation of the resulting principal directions.

3.2.2 � The Use of PCA for Anomaly Detection

The variation of principal directions when removing or adding a data instance 
is discussed here, including how to utilize this property to determine the 
outliers of the target data point [5].

Figure 3.5 illustrates the effect of adding/​removing an outlier or standard  
data on principal directions. The clustered blue circles in Figure 3.5 represent  
regular data instances, the red square denotes an outlier, and the green arrow  
is the dominant principal direction. From Figure 3.5, the principal focus  
deviates when an outlier instance is added. More specifically, the presence of  
such an outlier instance produces a large angle between the resulting and the  

Remove an outlier

Remove a normal data point

Add a normal data point

Add an outlier

FIGURE 3.5
Effect of adding/​removing an outlier or normal data on principal directions.
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original principal directions. On the other hand, this angle will be negligible  
when a specific data point is added. Therefore, this property determines the  
outlines of the target data point using the LOO strategy.

PCA and the LOO strategy for anomaly detection are combined. Given a 
data set A with n data instances, extract the dominant principal direction u 
from it. If the target instance is xt, next compute the leading principal direc-
tion ut without xt present. To identify the outliers in a data set, repeat this 
procedure n times with the LOO strategy.

	 u ut tA
 =∑ λ 	 (3.5)

where A = ​A \{xt}. Note that µ is the mean of A, and thus
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Once these eigenvectors ut
 are obtained, use the absolute value of cosine 

similarity to measure the variation of the principal directions, i.e.
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= −1




,
	 (3.7)

This set can be considered as a “score of outliers,” which indicates the 
anomaly of the target instance xt. st can also be viewed as the influence of 
the target instance in the resulting principal direction, and a higher st score 
(closer to 1) means that the target instance is more likely to be an outlier. If its 
st is above some threshold for a target instance, identify it as an outlier. This 
process is a decremental PCA with an LOO scheme for anomaly detection.

Decremental PCA with the LOO strategy considers adding/​duplicating 
a data instance of interest when applying PCA for outlier detection. This 
setting is convenient for streaming data anomaly detection problems. To be 
more precise, when receiving a new target instance xt, solve the following 
PCA problem

	
A

t tu u∑ = λ 	 (3.8)

where A = ​A U{xt}. Note that µ is the mean of A, and the covariance matrix 
can be calculated as
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After deriving the principal direction, calculate the score st, and the 
outliers of that target instance can be determined accordingly. This strategy 
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is also preferable for online anomaly detection applications, in which there 
is a need to determine whether a newly received data instance is an outlier. 
If the recently acquired data points are standard, adding such models will 
not significantly affect the principal directions. While one might argue that 
it might not be sufficient to use the variation of the principal direction to 
evaluate the anomaly of the data, oversampling PCA alleviates this problem 
and makes the online anomaly detection problem solvable. It is worth noting 
that if an outlier is far away from the data cloud (regular data instance) but 
along the direction of its dominant  eigenvector so that this method will not 
identify such an anomaly. It is also worth pointing out that such an outlier 
indicates the anomaly in most (if not all) of the feature attributes. This means 
that most of the feature attributes of this instance are way beyond the normal 
range/​distribution (in the same scale) of each feature variable. As a result, 
the anomaly of such a data input can be easily detected by simple outlier 
detection methods such as single-​feature variable thresholding. For example, 
one can calculate the mean and standard deviations of the normal data 
instances projected onto the dominant eigenvector. For an input data point, if 
its projected coefficient onto this eigenvector is beyond two or three times the 
standard deviation, it will be flagged as an outlier. An outlier instance might 
not be presented in practical outlier detection scenarios due to the violation 
of system limitations. Taking network traffic/​behavior anomaly detection as 
an example, one might consider power, bandwidth, capacity (data rates) and 
other parameters of a router/​switch as the features to be observed. If a data 
instance is far away from the normal data cloud but along its principal direc-
tion, most of these router parameters simultaneously are above their normal 
ranges, while some might even exceed their physical limitations. Therefore, 
the anomaly of this input will be easily detected by system designs and does 
not require a more advanced outlier detection method.

3.2.3 � Oversampling PCA for Anomaly Detection

For practical anomaly detection problems, the size of the data set is typic-
ally large. Thus it might not be easy to observe the variation of principal 
directions caused by the presence of a single outlier. Furthermore, in the 
above PCA framework for anomaly detection, performing a PCA analysis for 
a data set with n data instances in a p-​dimensional space is not computation-
ally feasible for large-​scale and online problems.

When the size of the data set is large, adding (or removing) a single out-
lier instance will not significantly affect the resulting principal direction 
of the data. Therefore, advance the oversampling strategy and present an 
oversampling PCA (osPCA) algorithm for significant scale anomaly detec-
tion problems. The proposed osPCA scheme will duplicate the target 
instance multiple times, and the idea is to amplify the effect of an outlier 
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rather than that of standard data. While it might not be sufficient to per-
form anomaly detection based on the most dominant eigenvector and ignore 
the remaining ones, the online osPCA method aims to efficiently determine 
each target instance’s anomaly without sacrificing computation memory 
efficiency. More specifically, if the target instance is an outlier, this oversam-
pling scheme allows us to overemphasize its effect on the most dominant 
eigenvector and thus focus on extracting and approximating the prevailing 
principal direction in an online fashion instead of calculating multiple 
eigenvectors carefully.

Suppose that we oversample the target instance n  times, the associated 
PCA can be formulated as follows

	
A

t t∑ =u uλ 	 (3.10)

where A =​ A U{xt……..xt}⋴IR
n n p+( )× . Note that µ is the mean of A, and the 

covariance matrix can be calculated as
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In this osPCA framework, duplicate the target instance n times (e.g., 10 per 
cent of the size of the original data set), and compute the score of outliers st 
of that target instance. If this score is above some predetermined threshold, 
consider this instance as an outlier. With this oversampling strategy, if the 
target instance is normal data, we can observe negligible changes in the 
principal directions and the mean of the data. The case of oversampling 
an abnormal instance is shown in Figure 3.6. It is worth noting that osPCA 
not only determines outliers from the existing data but can also be applied 
to anomaly detection problems with streaming data or those with online 
requirements.

The using the proposed osPCA for anomaly detection, the oversampling 
ratio r will be the parameter for the user to be determined. Since there is 
no training or validation data for practical anomaly detection problems, one 
cannot perform cross-​validation or similar strategies to assess this parameter 
in advance. When applying osPCA to detect the presence of outliers, calcu-
lating the principal direction of the updated data matrix (with oversampled 
data introduced) can be considered the task of eigenvalue decomposition of 
the perturbed covariance matrix. Theoretically, the degree of perturbation is 
dependent on the oversampling ratio r, and the sensitivity of deriving the 
associated dominant eigenvector can be studied as follows:
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To discuss such perturbation effects, let A =​ A=​[ ; ;x x xT T
n
T

1 2 …… ]  
⋴IRn p×  as the data matrix, where each row represents a data instance  
in a p-​dimensional space, and n is the number of the instances. For a  
target instance xt oversampled n  times, the resulting covariance matrix is 

derived. Let ⋴ = ​
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n
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FIGURE 3.6
Effect of an oversampled normal data or outlier instance on the principal direction.
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Based on (3.13), observe that a normal data instance would make ⋴-​> 0 and 
∑xt

 -​> 0 and thus the perturbed covariance matrix ∑∈ will not be remark-
ably different from the original Ʃ. On the other hand, if an outlier instance is 
a target input to be oversampled, ∑∈ will be significantly affected by ∑xt

, and 
thus the derived principal direction will also be remarkably different from 
the one without noteworthy perturbation.

The above theoretical analysis supports the use of the variation of the dom-
inant eigenvector for anomaly detection. Using (3.13), while theoretically 
estimating the perturbed eigenvector u⋴ with a residual for an oversampled 
n target instance, such an estimation is associated with the residual term O 
(⋴2) and ⋴ is a function of n (and thus a function of the oversampling ratio 
r). Based on (3.13), while larger r values will more significantly affect the 
resulting principal direction, the presence of the residual term prevents us 
from performing further theoretical evaluation or comparisons (e.g., threshold 
determination). Nevertheless, one can expect to detect an outlier instance 
using the above strategy. No matter how much larger the oversampling ratio 
r is, the presence of outlier data will affect the dominant eigenvector more 
than a normal instance. It is found that anomaly detection performance is not 
sensitive to the choice of the oversampling ratio r.

3.2.4 � The Power Method for osPCA

The solution to PCA is determined by solving an eigenvalue decomposition 
problem. In the LOO scenario, one will need to solve the PCA and calculate 
the principal directions n times for a data set with n instances. This is very 
computationally expensive and prohibits the practical use of such a frame-
work for anomaly detection. It can be observed that, in the PCA formulation 
with the LOO setting, it is unnecessary to recompute the covariance matrices 
for each PCA. When duplicating a data point of interest, one can easily deter-
mine the difference between the updated covariance matrix and the original. 

Let Q = ​
AA
n

T

 be the outer product matrix and xt be the target instance (to be 

oversampled), to update the mean µ  and the covariance matrix

	 ∑ = +
+A

tr x
r

µ µ


.
1

	 (3.14)

and

 

 

 

 

 



Convergence of Blockchain, AI and IoT64

64

	
A

t t
T T

r
Q

r
r
x x∑ =

+
+

+
+1

1 1
µµ 	 (3.15)

where r < 1 is the parameter controlling the size when oversampling xt. Here 
one only needs to keep the matrix Q, and there is no need to recompute the 
entire covariance matrix in this LOO framework. Once the updated covari-
ance matrix is obtained, we can obtain the principal directions by solving each 
matrix’s eigenvalue decomposition problem. To alleviate this computation 
load, apply the well-​known power method, which is a simple iterative algo-
rithm that does not compute matrix decomposition. This method starts with 
an initially normalized vector u0, which could approximate the dominant 
eigenvector or a nonzero random vector. Next, the new uk+​1 is updated by

	 uk+1 =
∑
∑

A k

A k

u

u
 	 (3.16)

The sequence {uk} converges under the assumption that the dominant eigen-
value of ƩA is markedly more significant than others. The power method 
only requires matrix multiplications, not decompositions; therefore, using 
the power method can alleviate the computational cost in calculating the 
dominant principal direction. To avoid keeping the data covariance matrix 

A

p pIR∑ ∈ ×( ) during the entire updating process, first compute y =​ Auk-​1 and 

then calculate uk =​ yTA. As a result, when applying this technique for the 
power method, there is no need to add and store the covariance matrix. Here, 
the data matrix A for the matrix-​vector multiplication is kept. Moreover, this 
multiplication needs to be performed for each iteration of the power method.

3.2.5 � Least Squares Approximation and Online Updating for osPCA

The matrix update technique and the power method are combined to solve 
oversampling PCA for outlier detection. However, the primary concern of 
the power method is that it does not guarantee a fast convergence, even if it 
uses prior principal directions for its initial solutions. Moreover, the power 
method still requires the user to keep the entire covariance matrix, which 
avoids the problems with high-​dimensional data or with limited memory 
resources. PCA can be considered as a problem to minimize the reconstruc-
tion error.
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where xi is (xi –​ µ), U is the matrix consisting of k dominant eigenvectors, and 
UUTxi  is the reconstructed version of xi using the eigenvectors in U.
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where U’ is the approximation of U, and thus yi =​ U’Tx IRi
k∈  is the approxi-

mation of the projected data UTxi in the lower k dimensional space. Based 
on this formulation, the reconstruction error has a quadratic form and is a 
function of U, which can be computed by solving a least squares problem. 
The trick for this least squares problem is the approximation of UTxi  by yi =​ 
U’Txi . In an online setting approximate each U xi

T
i by its previous solution 

Ui
T
−1 xi  as follows
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Where yi = ​Ui
T
−1 xi . This projection approximation provides a fast calculation 

of principal directions in oversampling PCA. Linking this least squares form 
to an online oversampling strategy, then
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yi and yt are approximated by U xT
i  and U xT

t , respectively, where U is the 
solution to the original PCA, and xt is the target instance. When oversam-
pling the target instance ntimes, approximate the solution U by solving the 
following optimization problem
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Equivalently, convert the above problem into the following form:
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where β can be regarded as a weighting factor to suppress the information 
n from existing data. Note that the relation between β and the oversampled 
number n  is β =​ 1/​n =​ 1/​nr where r is the ratio of the oversampled number 
over the size of the original data set. To improve the convergence rate, use the 
solution to the original PCA (without oversampling data) as the initial projec-
tion matrix. If only the dominant principal direction is of concern, calculate 
the solution of ~u by taking the derivative with respect to u, and thus have
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This provides an effective and efficient updating technique for osPCA, 
which allows us to determine the principal direction of the data. This updating 
process makes anomaly detection in online or streaming data settings feas-
ible. More importantly, since there is only the need to calculate the solution 
to the original PCA offline, we do not need to keep the entire covariance or 
outer matrix in the whole updating process.

Once the final principal direction is determined, use the cosine simi-
larity to determine the difference between the current solution and the 
original one (without oversampling), and thus the score of outlierness 
for the target instance can be determined accordingly .The pseudocode of 
online osPCA with the LOO strategy for outlier detection is described in 
Algorithm 1.

Algorithm 1. Anomaly Detection via Online Oversampling PCA
Require: The data matrix A =​ x x xT T

n
T

1 2; .;………  and the weight β.
Ensure: Score of outliers, s =​ [s1s2…………..sn], if si is higher than a threshold, xi 
is an outlier.

Compute first principal direction U
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end

3.2.6 � Online Anomaly Detection for a Practical Scenario

For online anomaly detection applications such as spam mail filtering, one  
typically designs an initial classifier using the normal training data, and this  
classifier is updated by the newly received normal or outlier data accord-
ingly; however, in practical scenarios, even the training normal data collected  
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in advance can be contaminated by noise or incorrect data labeling osPCA  
(Over Sampling Principal Component Analysis) with an online updating  
technique to reduce the computational and memory costs. PCA with a LOO  
(Leave One Out) strategy is used to detect the outliers by observing the  
variations in principal directions. LOO illustrates that removing an abnormal  
data instance has a more significant effect on principal direction than normal  
data. The variations of principal direction are determined by using the cosine  
of similarity. We calculated the score of cosine similarity and took it as the  
score of outliers, and it was taken as the threshold value. If the new data  
instance is above the predefined threshold value, it takes it as an outlier,  
otherwise it is considered to be a normal instance. This is not suitable for sig-
nificant scale problems, for which osPCA is used. Sampling is the duplication  
of target instance multiple times; with the idea being to amplify the effect of  
outliers. osPCA does not support online streaming problems. Therefore, in  

Anomaly detection

Online updating
technique

Abnormal data

AddingRemoval

LOO

2 eigen vectors

Target instance Threshold

Outlier detection

Less memory
requirement and

computational cost

FIGURE 3.7
osPCA with an online updating technique.
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the last work osPCA is combined with the online updating technique, which  
has less computational and memory costs. Figure 3.3 illustrates the osPCA  
method with the online updating technique.

Data instance is the input. Anomalies are detected by observing the 
variations in the principal directions. For keeping the variations, LOO is 
used. If the added item makes significant variations, then it will be considered 
as an anomaly. Otherwise, it is taken as a normal one. A score of outliers is 
calculated by finding a cosine of similarity. Two eigenvectors are obtained. 
One is the target instance, and the other is the threshold. If the added instance 
is above the threshold, it is considered to be the anomaly. An online updating 
technique with osPCA (see Figure 3.7) has high computational cost and 
memory requirements. An online updating osPCA algorithm is used to cal-
culate the dominant eigenvector, while oversampling a target instance is 
described in Figure 3.6.

The usual and anomalous data received are updated by the classifier.  
However, in a real-​world application, even though the standard data are  
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FIGURE 3.8
Framework of online anomaly detection.
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collected, they may consist of some noise and wrong labeling of data. To  
succeed with this approach, one cannot discard these deviated instances  
online from the usual data. Therefore, the anticipated system architecture of  
online updating osPCA for outlier detection is shown in Figure 3.8.

This consists of three phases: filtration, clustering and anomaly detection.

3.2.6.1 � Filtration

In this detection application, such as spam mail filtering, one typically 
designs an initial classifier using the standard training data, and this classi-
fier is updated by the newly received normal or outlier data accordingly in 
practical scenarios; even the training average data collected in advance can 
be contaminated by noise or incorrect data labeling. To construct a simple yet 
effective model for online detection, one should disregard these potentially 
deviated data instances from the training set of standard data.

3.2.6.2 � Clustering

The training data are selected only by assumption. Therefore, there is a pos-
sibility that some outlier data may be considered standard data in the pre-
vious method due to training data. The clustering method is used to solve 
this problem. The clusters are formed for input data instances, and then the 
outlier calculation is applied for each cluster to find the outlier exactly. To 
ensure confidentiality, rigorous security definition and proof of the proposed 
scheme mechanism is provided. In this, clusters are formed for input data 
instance, and then the outlier calculation is applied for each cluster to find 
the outlier exactly.

3.2.6.3 � Anomaly Detection

This is used for detecting the outliers of user input. When the user provides 
information to the system, the system calculates the St Value for the new 
intake. The new St Value is then compared with the threshold value which 
was calculated earlier. If the St Value of the new data instance is above the 
threshold value, then that input data are identified as an outlier, and the 
system will discard that value. Otherwise, it is considered a standard data 
instance, and the PCA value of that particular data instance is updated 
accordingly.

The sequence diagram of the online method is shown in Figure 3.9. Data  
cleaning is carried out on contaminated data. In this, the instances deflecting  
the principal direction in large amounts are removed using oversampling  
principal component analysis. This enables normal data to be secured. Once  
normal data is obtained, models, i.e. the principal direction, are computed.  
They are used in analyzing the threshold value for detecting outliers. The most  
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miniature score of outliers of the new model is compared with the threshold  
value. If the most miniature score of outliers is an outlier and ignored to  
update the current PC. If the instance is standard, i.e., the value of the most  
miniature score of the outlier is smaller than the defined threshold value, it  
is detected as a typical instance. This will extract the standard pattern for the  
remaining most significant outliers compared to the threshold value, then the  
instance is updated directly to the PC.

3.3 � Resilience and Reliability in the IoT through an  
Intelligence Scheme

Nowadays, the IoT is widely used in network integration through intelli-
gence, recognition technology, pervasive computing and other communi-
cation technologies. Therefore, it has been called the world’s third wave of 
information industry development following the computer and the Internet. 
With the development of IoT technology, its applications are increasingly 
extending to virtually all areas on an almost daily basis. The most prom-
inent areas are innovative industries, such as smart homes, smart energy, 
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FIGURE 3.9
Sequence diagram of the online method.
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intelligent city, intelligent city healthcare, etc. The IoT is a new technology 
of Internet access. Through the IoT, objects recognize themselves and obtain 
intelligent behavior by making or enabling related decisions thanks to 
the fact that they can communicate information about themselves. These 
objects can access information that other things have aggregated, or they 
can add to other services. With the IoT, anything will be able to communi-
cate to the Internet anytime from any place to provide any services through 
any network to anyone. This creates a new type of application that could 
involve innovative vehicles and smart homes to offer many benefits such 
as notifications, security, energy-​saving, automation, communication, 
computers and entertainment.

As the fields of application for IoT are numerous, the IoT security issues are 
particularly prominent. If IoT suffers network attacks, it may cause various 
types of damage and even threaten human lives and properties. However, 
devices in the IoT generate and exchange a massive number of security-​
critical and privacy-​sensitive data, which makes them attractive targets for 
various attacks. However, existing security solutions are inappropriate. To 
improve the abilities of monitoring, providing emergency responses, and 
predicting the development trends of IoT security, a new paradigm called 
network security situation awareness (NSSA) has been proposed. However, 
it is limited by its ability to mine and evaluate security situation elements 
from multisource heterogeneous network security information.

To solve this, the main goal throughout this chapter has been to propose 
a situation reasoning method based on semantic ontology and user-​defined 
rules for IoT Network Security Situation Awareness (NSSA) from a holistic 
viewpoint. This method not only realizes the unified and formalized descrip-
tion and the reuse of the heterogeneous network security situation informa-
tion of the IoT but can also detect the security situation of the network in 
real time.

The Internet of Things (IoT) has gained significant attention from researchers 
since it has become an important technology which make ease and intelli-
gence by allowing communication between all objects together with human 
being. The IoT represents a system that consists of things in the real world 
and sensors attached to or combined with these things, connected to the 
internet via a wired and wireless network structure. The IoT sensor can use 
various types of connections such as RFID, Wi-​Fi, Bluetooth and ZigBee, and 
allows wide area connectivity using many technologies such as GSM, GPRS, 
3G, and LTE. IoT-​enabled things can share information about the condition of 
items and the surrounding environment with people, software systems and 
other machines.

Through the use of IoT technology, humanity will gain in many areas since 
the IoT will provide a means for intelligent cities, innovative healthcare, 
smart homes and building, in addition to many critical applications such as 
intelligent energy, grid transportation, waste management and monitoring.
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In this chapter, we review the concept of many IoT applications and future 
possibilities for new related technologies and the challenges facing imple-
mentation of the IoT.

The NSSA model, based on semantic ontology and use-​defined rules for 
IoT security, can perceive the current security situation at all security levels. 
The reasoning engine can determine the current network security situation 
based on the ontology model and user-​defined rules. Ontology technology 
can provide a unified and formalized description to solve the semantic het-
erogeneity in the IoT security domain. Four key subdomains are proposed 
to reflect the IoT security situation: context, attack, vulnerability, and net-
work flow.

As Figure 3.10 shows, the IoT architecture comprises three layers: the per-
ception layer, network layer and application layer. The perception layer is 
responsible for collecting basic information through RFID, various sensors, 
GPS, laser scanners, two-​dimensional codes and so on. The network layer 
is responsible for transmitting information collected by the perception layer 
to the application layer. The application layer processes the data to meet the 
needs of users (intelligent transportation, intelligent power, intelligent med-
ical, etc.).

The application layer faces various security issues due to its diverse  
application types, and technology stands and regulations. Any layer that is  
attacked will affect the entire system and users. What’s more, the security  
of the network layer and application layer is more critical; hence the IoT  
requires holistic and real-​time security management, which includes real-​ 
time attacks and vulnerabilities detection and prediction of a possible attack.  
However, this security management of the IoT is highly challenging due to  
heterogeneous devices and the nonuniform data generated by IoT devices. It  
needs to process and analyze heterogeneous data inputs in real time to make  
appropriate and sensible decisions. However, existing security solutions are  
inappropriate as they do not scale to large networks of heterogeneous devices  
and satisfy real-​time detection requirements. To solve these problems, a new  

Smart home, smart energy,
intelligent city, et al

Service network, core network,
access network, et al

RFID, CARDS, mobile phone,
sensor network, et alPerception layer

Network layer

Application layer

FIGURE 3.10
The architecture of the IoT.
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network security monitoring technology named network security situation  
awareness is proposed. If the network security situation awareness tech-
nology of the IoT makes a breakthrough, it will play an essential supporting  
role in IoT security.

3.3.1 � Network Security Situation Awareness (NSSA)

The potential safety hazard of IoT exists objectively, and the IoT is more vul-
nerable to attacks because of the mass of embedded devices and ubiquitous 
wireless networks. On the one hand, we should enhance the antiattack cap-
ability of the IoT; on the other hand, we should also monitor security situ-
ations of the IoT in real time and detect threats as early as possible to reduce 
losses. The challenge of the security situation awareness of the IoT is to mine 
valuable information from many heterogeneous data generated from sensors 
and to perceive the current security situation in real time. The proposed con-
cept of NSSA can solve these problems.

The conceptual model of NSSA (Network Security Situation Awareness) 
is shown in Figure 3.11. This was proposed to improve monitoring, provide 
an emergency response, and predict the development trend of IoT security. 
However, it is limited by its ability to mine and evaluate the security situation 
elements from multisource heterogeneous network security information.
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4
Transformation of Artificial Intelligence  
toward Blockchain

The artificial intelligence mechanism involves thinking with intelligence 
which lacks security enhancements. Artificial intelligence transformed to 
blockchaining is, in a sense, the formulation of a blockchain mechanism 
with AI methodology. This mechanism involves an input-​processing–  
computational output system that helps in intelligent contract and human 
biological thinking.

Cryptocurrencies are the technology built on blockchain to enable a 
shared distributed tamper-​proof ledger to be viewed by anyone with the 
corresponding software. Unleashing blockchain technology from its appli-
cation to cryptocurrencies is very important in understanding blockchain 
technology’s broader implications and applications. Differentiating the two 
will help understand why there is such excitement about blockchain-​inspired 
ruptures. Disruption in bioinformatics, governance, banking, trading, 
society, politics and even the very structure of the Internet itself is disordered. 
Generally, blockchain technology will bring disintermediation in everything.

To understand how blockchain technology applications work deeply, it is 
necessary to understand the logical components of a blockchain ecosystem 
and the duties of each element. The four main details of any blockchain eco-
system are:

	• A node application;
	• a shared ledger;
	• A consensus algorithm;
	• A virtual machine.

4.1 � Node Application

Each computer interconnected through the Internet needs to install and run a 
computer application specific to the ecosystem that it is desired to participate 
in. for example, using the case of Bitcoin as an ecosystem, each computer must 
be running the Bitcoin wallet application. In some blockchain applications, 
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like Bankchain, participation is restricted and requires special permissions to 
join (referred to as permissioned blockchains). Bankchain only permits banks 
to run the node application. However, in the Bitcoin ecosystem, anyone can 
download and install the node application and participate in the ecosystem.

4.2 � Shared Ledger

The distributed ledger is a data structure managed inside the node appli-
cation. Once you have the node application running, you can view the 
respective ledger (or blockchain) contents for that ecosystem. Interactions are 
done according to the rules of the ecosystem in which it resides. You can run 
as many node applications as you like and are permitted to use, and each 
will participate in its respective blockchain ecosystems. It is important to note 
that the number of ecosystems you are a participant in doesn’t matter as you 
will only have one shared ledger for each ecosystem.

4.3 � Consensus Algorithm

The consensus algorithm is implemented as a portion of the node applica-
tion by providing the “rules of the game” for how the ecosystem will arrive 
at a single view of the ledger. Different ecosystems have different methods 
for attaining consensus depending on the desired features the ecosystem 
needs. Participation in the consensus-​building process, the method for 
determining the “world state” of the ecosystem, can be vested in several 
different schemes: proof-​of-​work, proof-​of-​stake, proof-​of-​elapsed-​time; each 
plan qualifies nodes as honest in different ways before participating in the 
consensus-​building process.

4.4 � Virtual Machine

A virtual machine represents a machine (real or imaginary) created by a com-
puter program and operated with instructions embodied in a language. It 
is an abstraction of a device held inside a machine. To some degree, we are 
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already accustomed to the abstraction of real-​world objects and entities as 
virtual objects in a computer. Think of a button in a graphical user interface 
of an application. You press the button on the screen, and the state of the 
program inside the computer changes.

4.5 � Core Components of Blockchain Architecture

	• Node—​user or computer within the blockchain architecture (each has 
an independent copy of the whole blockchain ledger);

	• Transaction—​smallest building block of a blockchain system (records, 
information, etc.) that serves as the purpose of blockchain;

	• Block—​a data structure used for keeping a set of transactions which is 
distributed to all nodes in the network;

	• Chain—​a sequence of blocks in a specific order;
	• Miners—​specific nodes which perform the block verification process 
before adding anything to the blockchain structure;

	• Consensus (consensus protocol)—​a set of rules and arrangements to  
carry out blockchain operations (Figure 4.1).
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FIGURE 4.1
Blockchain applications.
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4.6 � Ledger Management

The blockchain is the underlying technology behind applications like Bitcoin. 
A distributed ledger is essential as it is a list of all events and transactions 
entered onto it, which is held simultaneously by each node in the network. 
Whenever a new event or marketing is added to the ledger, encryption is 
done to everything before it makes the data on the roster become increasingly 
secure with every addition to the ledger. The ledger is visible to everyone 
in the network and is secured so that people cannot tamper with it. Every 
new piece of information added to this ledger is added as a “block.” This 
block is mathematically encrypted and is approved to be added to the ledger 
according to a series of consensus protocols, that is, ways of supporting 
additions and protecting against fraud or double-​spending without the need 
for a centralized authority.

A distributed ledger is a decentralized database as it is spread across sev-
eral different computers or nodes (Figure 4.2). Here every node will maintain  
the ledger, and if any data changes take place, the ledger will be updated. The  
updating takes place independently at each node. Through the ledger, along  

FIGURE 4.2
Ledger management with consensus.
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with a piece of computer code, you can create “smart contracts.” These are a  
series of clauses that are added to the ledger and powered by computer code.  
When the clause in the ledger is met, the computer code activates, and the  
next step of the contract is triggered.

All the nodes are equal in terms of authority. No central authority or server 
manages the database, which makes the technology transparent. Every node 
can update the ledger, and other nodes will verify its existence. This prop-
erty of the distributed ledger makes it an attractive technology for a financial 
industry or any other industry looking for more transparent technology and 
those that need a technology that is far from a central authority.

By using distributed ledgers, there is no need for centralized authority. It 
is a network of ledgers or contracts that is maintained by nodes (Figure 4.3). 
The nodes can be merged into blocks, making it even easier to support more 
enormous distributed network ledgers. Even without a central authority, all 
the information stays secure. To enable the distributed network, technology 
such as cryptography must assign the data with cryptographic signatures 
and keys for use. Anything that is stored on the distributed ledger is immut-
able. Immutability makes it even harder for hackers to try to hack the 
distributed ledger network such as Bitcoin. Additionally, the absence of the 
central authority means that it is free from any intentional change.

The following three significant steps involved:

To initiate a payment, entity A digitally signs a proposed update to the 
shared ledger with cryptographic tools to transfer funds from its account 
on the ledger to entity B’s account. Upon receiving the transfer request, 
other nodes authenticate entity A’s identity and validate the transaction 

FIGURE 4.3
Ledger management in a distributed network.
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by checking to make sure that entity A has the necessary cryptographic 
credentials to make an update to the record in question. Validation would 
include, among other things, verifying that entity A has sufficient funds 
to make the payment. Nodes also take part in the consensus process 
to agree on the costs that should be included in the next update to the 
ledger’s state.

After the nodes have accepted the update, the properties of the asset are 
modified such that all future transactions regarding the purchase must be 
initiated using the cryptographic credentials of entity B.

4.7 � Strategical Implication of Swarm Intelligence  
with Blockchain

Blockchain provides changes to different business perspectives and the eco-
nomic nature of current technological industries. The existing cryptocurrencies 
likes Bitcoin and Ethereum are all examples for the corresponding view. To 
empower the blockchain mechanism the swarm intelligence mechanism is 
involved with three main algorithms, which is an alternative to the classical 
algorithms that are as follows:

	• Nature-​inspired algorithm [evolutionary algorithm (EA)]
	• Particle swarm optimization (PSO)
	• Ant colony optimization (ACO)
(a)	 Nature-​inspired algorithm [evolutionary algorithm (EA)]

This algorithm is the best solutions for different problems and 
design strategies in engineering as well as computational meth-
odologies. This algorithm mainly focuses on technological up-​
gradation or revolutionary changes imitating the process of nature 
or an idea inspired by nature. There are several types of design 
changes that occurred with the discovery of this algorithm. The 
following are some of them.
(i)	 Aircraft wing design: This design makes the landing and 

takeoff of aircraft smoother and controllable, while minim-
izing drag [3] (see Figure 4.4).

(ii)	 Wind turbine design: The overall performance of the tur-
bine was improved by 40%. This design reduces turbu-
lence across the surface, increasing the angle of attack and 
decreasing drag. It maximizes and enhances lift devices to 
control flow over the flipper and maintain lift at a high angle 
of attack (see Figure 4.5).
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(iii)	 Bionic car: The bionic car makes a feature of fish with hexagon-​ 
shaped plates in the door panel which are one-​third lighter than the  
conventional paneling, which makes the car stronger. This shape  
minimizes drag and maximizes the rigidity of the exoskeleton (see  
Figure 4.6).

(iv)	 Bullet train: The bullet train included some changes where the  
train nose was designed after the beak of a kingfisher, which dives 
smoothly into water, increasing the train speed. This shape minimize 
micropressure waves [3] (see Figure 4.7).

FIGURE 4.6
Bionic car design from a fish-​shaped box.

FIGURE 4.5
Wind turbine design from a humpback whale.

FIGURE 4.4
Aircraft design from a bird wing.
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The above designs take their inspiration from nature, which is a pro-
cess or methodology of making something as fully perfect, functional  
or effective as possible, and is thus called optimization. Here we refer  
to some practical optimization problem characteristics [3]:

	• Objective and constraint functions can be nondifferentiable;
	• Constraints are nonlinear;
	• Discrete/​discontinuous search space;
	• Mixed variables (integer, real, Boolean, etc.);
	• Large number of constraints and variables;
	• Objective functions can be multimodal;
	• Computationally expensive objection functions and constraints.

Figure 4.8 shows the practical optimization problem characteristics 
where the decision vectors are the input part that is being changed, 
and the target output is the objective vector. The input objective in cor-
relation with the corresponding parameters of the simulation model 
produces a more optimized model [3].

(b)	 Particle swarm optimization (PSO)
Particle swarm optimization is a population-​based stochastic opti-
mization technique developed by Dr Eberhart and Dr Kennedy in 
1995 and inspired by the social behavior of birds or a school of fish.

Particle swarm optimization is faster and more economic compared  
to other optimization techniques. It is a parallel activity and does not  

FIGURE 4.7
Bullet train nose from a kingfisher beak.
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use gradient problems. Its main feature is that it does not require  
the problems to be differentiable. It is very commonly used with the  
implementation of different tasks and is flexible.

(c)	 Ant colony optimization (ACO)
Ant colony optimization is a swarm intelligence technique that uses 
artificial ants as a computational intelligence technique. Ant colony 
optimization is related to the behavior of some ant species. These 
ants deposit pheromones on the ground to create a favorable path 
that should be followed by other members of the colony. Ant colony 
optimization uses a similar mechanism for solving optimization 
problems [2].

Ant colony optimization can be used in the traveling salesman  
problem in which an asset of the city is given and the distance  
between the cities is well known. The main goal is to find the  
shortest journey that allows each city to be visited once and only  
once. The idea is to find a Hamiltonian time of minimal length on  
a fully connected graph. In ant colony optimization the problems  
are tackled by simulating several artificial ants moving on a chart  
that encodes the problem itself. Each vertex represents a city. Each  
edge represents a connection between two cities. Here, a variable  
called a pheromone is associated with each edge and it can be read  
and modified by ants. ACO is an iterative algorithm where at each  
iteration, several artificial ants are considered. Each of them builds a  

FIGURE 4.8
Practical optimization problems—​characteristics.
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solution by visiting vertex to vertex in which the primary constraint  
is visiting the non-​visited nodes to be seen. At each iteration the ants  
use a stochastic mechanism biased by the pheromone: when vertex  
I is visited then the following vertex is selected stochastically among  
the previously unvisited one.

In Figure 4.9 an ant is in the city, i chooses the next city to visit 
via a stochastic mechanism; if j has not been previously seen, it can 
be selected with a probability that is proportional to the pheromone 
associated with the edge (i,j)

4.8 � Artificial Intelligence-​Based Supernode Selection  
Algorithm

The development of peer-​to-​peer communication with intercommunication 
of heterogeneous distributed hash table and proxy SIP is used as a  
supernode. The election mechanism for selecting the particular supernode  
is complex, therefore an artificial intelligence scheme is used for this election  
to simplify it, and the complexity of the computation will be reduced. Here  
there are different methods used, where the most important are district par-
tition schemes for supernode selection (see Figure 4.10). In this scheme, node  

FIGURE 4.9
Artificial ants in a city for ACO.
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selection is made based on the geographical position and I.P. address and  
structure of the district hash table.

4.9 � Deep Brain—​Blockchain Mechanism for Next-​Generation  
Innovation

In artificial intelligence research, memory is considered discretely. This 
approach is called a deep mind in which the mechanism is that of a neural 
Turing machine. The linked neural Turing machine will reduce the short-​
term memory problem of humans by linking the human brain with a neural 
network [1].

A deep brain is a decentralized artificial intelligence platform that is 
incorporated with the blockchain mechanism with a higher order of security 
and privacy, which is generally economical. This mechanism can be traded 
with the intelligent contact and ledger mechanism. The main features of the 
deep-​brain mechanism are lower cost, security, privacy and flexible com-
puting [1] (see Figure 4.11).

FIGURE 4.10
District partition scheme for supernode selection.
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5
Disruptive Technological Aspect 
of the IoT toward Blockchain

5.1 � Introduction

Smartphones are used by many individuals around the world, and their 
growth is increasing exponentially, along with that  of many other gadgets. 
A few years ago, people were dependent on large desktop computers for 
solving problems. However, with the steady evolution of microprocessors 
and embedded devices, the size of computers started to reduce signifi-
cantly. The most prominent reason for the development of smartphones has  
been the rise of innovation in the digital revolution. People used a typewriters 
then replaced it with a personal computers which evolved to a laptop, packet 
computer, etc.

The applications that are available in smartphones are not quantifiable. 
They support people in many areas, such as finding the direction to a des-
tination, detecting and notification of any abnormalities in patients, getting 
a vehicle in case of an emergency, ordering items we require through e-​
commerce applications. People can even order any food they wish in a few 
clicks, and also reducing the need to buy books as e-​books and e-​magazines 
help to reduce the impact on the environment. The above examples are 
just a few. They have numerous applications, as these applications can 
be developed by ordinary individuals to solve real-​time problems. This 
provides a platform for “N” number of opportunities in solving any inter-
national issues, which can provide the optimal solution for people at an 
affordable cost.

Sectors such as agriculture, healthcare, education, transport, military, smart 
home, industrial Internet are just some of the unlimited areas that they have 
found uses. The most commonly used operating systems are Android and 
iOS, accounting for approximately 98% of the total.
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5.2 � Components of Smart Devices

Smart devices consist of eight major components for performing the desired 
operations as illustrated in Figure 5.1.

5.2.1 � System on Chip

It consists of CPU, GPU, LTE modem, video processor and other func-
tional hardware units and the various System on chip includes Mediatek, 
Qualcomm, and so on, but all use the same ARM architecture sensors.

The sensors are not limited as they can be updated depending upon the 
smartphone used., but the most commonly used sensors are gyroscopes, 
magnetometers, proximity sensors and light sensors.

5.2.2 � Battery

Most smartphones are powered by lithium-​ion batteries which may be either 
removable or irremovable. The power is calculated in Milliamp Hours (mAh), 
with the usage time of the smartphone being directly proportional to the 
mAh value. Nowadays, smartphones possess up to 5000 mAh, while origin-
ally they had only 2000 mAh power at the start of the smartphone revolution.

5.2.3 � Global Positioning System (GPS)

The GPS helps identify the exact location of any individual in the event of a  
threat or any suspicious activities; it is integrated into smart devices so that  
the owner can be found in an emergency.

Camera GPS Battery

System on chip

StorageModems

Smart
device

Display

Sensors

FIGURE 5.1
Smart device components.
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5.2.4 � Storage

In the past a 5-​inch floppy disk was used to store data in the form of 
kilobytes. However, in the mid-​1990s, these started to be replaced, and new 
storage systems such as external hard disks, pen drives, memory cards and 
many other storage devices became available. Now an individual can save 
Terabytes in their storage device, as well as intelligent devices being able to 
store a large volume of data.

5.3 � Disruptive Technology

Every day technology reduces the work of humans through the innovation of 
solutions, as per the needs of society. A few years ago, computers were used 
only by a few individuals as they were very expensive. Those computers 
were large in size and  had low performance in terms of speed, accuracy, effi-
ciency, and other parameters, which later started to evolve. In comparison to 
the gadgets or the systems that are being used currently, they now possess 
increasingly huge storage memory, speed, accuracy and efficiency (Boccardi 
et al. 2004).

Disruptive technology is a process of innovation in technology that has led 
society to change the way it consumes and uses data by reducing the work 
of individuals (Danneels and Erwin 2004) and increasing the productivity in 
industry resulting in greater revenue for companies with lower investment 
costs. In real time, one web application can be a disruptive technology for the 
company; an application for booking a cab at the doorstep is an example of 
the evolution of disruptive technology. Similarly, there are many real-​time 
situations where people have benefitted from the technology..

For example, an innovation is an electric car that replaces the need for fossil 
fuel, and so disrupts the current version; in that case, it may not be supported 
by the new owners.

5.3.1 � Evolution of Disruptive Technology

Clayton Christensen sparked the discussion of disruptive technology in 
The Innovator’s Dilemma in 1997. This turned out to be a buzzword in all 
organizations that needed to provide a product with massive product-
ivity (Subramanian, Ramesh, and Brian 2004). The major success of dis-
ruptive technology is that every startup company focuses on promoting 
and innovating something new so that they can their workload as well as 
increase productivity. Most disruptive technology follows this principle of 
reduction and increase as per the needs of their customers (Subramanian, 
Ramesh, and Brian 2004). In simple terms, disruptive technology is not only 
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innovating something new that was not previously in the industry, it is 
the process of making a change in something already in existence. That 
change can give benefits in terms of speed, accuracy, endurance, and so 
on. It disrupts the current market, while producing a new market (Nassir 
et al., 2015).

5.3.2 � Types of Disruptive Technology

Disruptive technologies are evolving faster as there has been development 
in all forms of technology, such as artificial intelligence, augmented reality, 
3D printing, cloud computing, the Internet of Things, space colonization, 
autonomous vehicles, renewable energy, and high-​speed travel.

Disruptive technology can be categorized by the latest and most important 
emerging mechanisms.

To summarize, the major disruptive technologies include:

1.	 Cloud computing
2.	 Internet of Things
3.	 Blockchain
4.	 Virtual/​augmented reality
5.	 Artificial intelligence
6.	 3D printing
7.	 Space colonization
8.	 Autonomous vehicles
9.	 Renewable energy

10.	 High-​speed travel.

5.3.2.1 � Cloud Computing

This is one of the disruptive technologies that has disrupted the traditional 
database, which used to store the data in remote locations, whereas the cloud 
stores the data itself, where users are able to access the data from any loca-
tion. Cloud computing is the process of storing data on any server which is 
connected to the Internet 24/​7 (Velte et al. 2009).

It provides the services such as infrastructure, including the server, printer, 
database, and other hardware components, a platform such as an operating 
system which is not available for free, software such as a few versions which 
are not affordable by the user, so that he/​she can rent the application for as 
long as needed.

In Figure 5.2, it can be seen that the disruptions for storing data occur in 
many forms, such as file management system, database management system, 
cloud computing, fog computing and edge computing.
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5.3.2.2 � Internet of Things

The Internet of Things (IoT) is the innovation carried out by a wireless sensor 
network and cloud computing, as the sensors are used to capture environ-
mental changes such as temperature, gas, humidity, and so on, while the 
cloud is integrated with the sensors by a GSM network to send the data 
which can then be sent to the user as a notification (Minhaj Ahmad, and 
Khaled Salah 2018).

Figure 5.3 illustrates the evolution in transferring data which started with 
the interaction of humans only for any exchange of information. The Internet 
came, where people used the world wide web (WWW) to discover any infor-
mation they required, as it could be retrieved through the Internet, which 
was the beginning of the evolution of disruptive technology in terms of 
data sharing. It then was transferred as web services like e-​commerce. Social 
media then emerged as solid digital media, followed by the innovation of 
sensors and the Internet, leading to the Internet of Things.

5.3.2.3 � Blockchain

Blockchain results in a decentralized system not owned by a single indi-
vidual. It contains unchangeable data records, where there is no disruption  
in the involvement of central servers, and the communication is “peer to  
peer” (Li et al. 2020). Any individuals can access the database, and it is trans-
parent. Blockchain can be implemented in three forms: private, public and  

File
management

Database
management

Cloud
computing

Fog computing

Edge computing

FIGURE 5.2
Disruption in storing the data.
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consortium area. Blockchain can be used to increase the security of the IoT by  
identity and an access management system (Singh et al. 2020)

Here, the information is distributed but not copied. It was developed for 
digital currency initially, but has now found other potential uses (Zhou 
et al. 2020).

5.3.2.3.1 � Advantages

	• No transaction cost
	• No duplicate data
	• No centralized server
	• Faster transactions
	• Immutable records
	• Encrypted data
	• Transparency
	• Efficiency
	• Speed
	• Reduced cost.

The above are just some of its advantages.

Network of
humans

Internet of world
wide web

Internet of web
services

Internet of social
media

Internet of things

FIGURE 5.3
Disruption in transferring the data.
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5.3.2.3.2 � Components of Blockchain

There are four main components associated with blockchain as described in 
Table 5.1.

5.3.2.4 � Virtual/​Augmented Reality

5.3.2.4.1 � Augmented Reality

Digital images are superimposed into a real-​world environment, providing 
a view of an illusion or virtual reality (Williams et al. 2019). AR combines 
the natural world with the virtual world and the interaction between the 
two different worlds for enhancing communication. Nowadays, even 
smartphones have begun to possess the property of augmented reality. Many 
researchers have been working to make the virtual environment livelier so 
that no difference can be seen between the real and virtual surroundings 
(Williams et al. 2019; Verhey et al. 2020).

The applications of augmented reality include:

	• Healthcare
	• Industry
	• Visualization
	• Robotics navigation
	• Entertainment
	• Military aircraft
	• Design and modeling
	• Logistics
	• Tourism and travel.

TABLE 5.1

Blockchain Components with Description

S. no Component Name Description

1. Consensus This gives the proof of work and validates the event in the 
network.

2. Ledger This gives the transaction details in the network.
3. Cryptography This ensures that all the data are encrypted and decrypted before 

sending and receiving.
4. Smart contract This authenticates the user of the network.
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5.3.2.5 � Artificial Intelligence (AI)

AI is the process of simulating the thinking of humans in machines, where 
the machine is programmed to think like a human when a certain situation 
occurs to the device (Jackson and Philip 2019). The primary objective of AI 
is to attain the best decision for any critical situation that is happening to the 
machines (Szolovits and Peter 2019).

Its three major objectives include:

1.	 Learning
2.	 Reasoning
3.	 Perception.

Figure 5.4 illustrates the changes that have occurred in the manual and 
automation areas by humans and robots.

5.3.2.6 � 3D Printing

This is used in the manufacture of physical objects where the materials are 
deposited in digital model layers. The 3D printer needs hardware, software 
and materials for printing. It has started to replace traditional manufacturing 
methods as it takes less time to produce and most significantly it has less of 
an impact on the environment (Chen et al. 2019).

FIGURE 5.4
AI evolution.

 

 

 

 

 

 

 



Disruptive Technological Aspect of the IoT toward Blockchain 95

95

The application starts with a prototype of any material including high-​
end products such as aircraft parts, environment-​friendly buildings, medical 
plants, and organs produced artificially by human cells.

The methods for printing 3D objects include:

	• Fused filament fabrication (FFF)
	• Stereolithography (SLA).

5.3.2.6.1 � Advantages of 3D Printing

	• Faster build
	• Less waste generation
	• Less cost
	• Reduced errors
	• Demand-​based production
	• Quality
	• Unlimited design
	• Risk reduction.

5.3.2.7 � Autonomous Vehicles

These vehicles have the potential to sense the environment, and driving can 
be done without the help of humans; it can travel to the same places as a 
driver-​based car, while this driverless car will never need any support from 
humans as once the data are provided, it will start learning by itself. It can 
reach the desired places that the user wishes without them having to take 
control; if the user needs to go to the office, he/​she can do so by a verbal 
instruction (Faisal et al. 2019).

It has been implemented using various sensors such as radar sensors, ultra-
sonic sensors and Lidar (light detection and ranging) along with GPS and 
video cameras (Faisal et al. 2019).

5.3.2.7.1 � Benefits of Autonomous Vehicles

	• They can decrease the number of vehicles in the road, leading to less 
traffic congestion, as it will be aware of the fastest route automatically 
by GPS.

	• It can reduce transportation costs as the vehicle will be used only to 
reach the required place and finds the best route to reach the destination.

5.3.2.8 � Renewable Energy

Energy obtained from any natural means or repeated processes is called clean 
energy (Infield, David, and Leon Freris 2020). Renewable energy has been 
classified in Figure 5.5.
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5.3.2.8.1 � Benefits of Renewable Energy

	• It produces less gas emissions than other energy systems as it works 
on the principle of being replenished by nature, which can reduce the 
problems associated with global warming.

	• It helps in improving the health of humans when they use renewable 
energy as it reduces diseases transmitted through air and water.

	• The process is never-​ending as the cycle keeps repeating itself with 
available energy resources to produce new energy.

5.4 � Cryptography Algorithms for Securing 
IoT Devices through Blockchain

5.4.1 � Cryptography

This is the process of securing information from intruders who are not 
authorized to use it; in simple terms, the information is encoded and sent to 
the user with the key, which is used to decode the data to allow them to be 
read and accessed. The key is difficult for an intruder or attacker to crack as 
it is based on an algorithm (Pirandola et al. 2019).

This word is derived from Greek kryptos; and it started to be used as early  
as 2000 BCE in Egypt. It can be divided and described in the following  
way as:

Crypt =​ Hidden and Graphy =​ Writing

The above meaning illustrates that code is written in a hidden way so that 
only privileged users can access the information.

Renewable
energy

Solar energy Wind energy
Hydro electric

power
Biomass
energy

Geothermal

FIGURE 5.5
Classification of renewable energy.
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5.4.1.1 � Benefits of Cryptography

There are many advantages associated with encrypting data before trans-
mission, with some of the major benefits including the following (Pirandola 
et al. 2019):

	• Application of different heterogeneous devices is possible by using a 
cryptography algorithm.

	• It helps employees to work in remote locations if needed without any 
security issues.

	• It promotes the privacy of data for the customer, to achieve maximum 
safeguarding of data.

	• It gives trust to the customers of companies by using an encryption 
algorithm for data transmission, which leads to increased revenue. The 
process of cryptography has been described in Figure 5.6.  
Cryptography can be classified according to the encryption keys as  
shown in Figure 5.7.

Plaintext
I am coming in

January

I am coming in
January

Plaintext
(readable format)

Encryption
Passing key to
encode data

Passing key to
decode data

Ciphertext
(unreadable format)

^*((*(dsuYo^&*T)

Decryption

FIGURE 5.6
Cryptography process.
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5.4.1.2 � Significance of IoT Data Security

IoT data security is increasingly essential as it is the process of protecting 
the sensor-​recorded data in the environment from intruders or attackers who 
attempt to break the encryption and read the data (Hassan 2019). In simple 
terms, it is the process of validating authentic users and giving the required 
privileges to the IoT user (Hou et al. 2019).

The objectives of cryptography can be categorized into five forms:

	• Confidentiality
	• Integrity
	• Non-​repudiation
	• Authentication
	• Authorization.

5.4.1.3 � Types of Cryptography

Cryptography can be classified according to the encryption keys.
It is mainly categorized into the following three categories:

	• Symmetric encryption
	• Asymmetric encryption
	• Hash functions.

Cryptography

Symmetric
encryption (private key)

Asymmetric
encryption (public key) Hash functions

MD5

SHA-1

Block cipher

BlockSubstitution

Transposition

Classical Modern Stream cipher

Stream
Synchronous
stream cipher

Self
synchronous
stream cipher

FIGURE 5.7
Cryptography classification.
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5.4.1.4 � Symmetric Encryption

In this method, a single key is used for both encryption and decryption by 
the sender as well as the receiver, this single key is called a private or secret 
key (Li et al. 2019).

	• Examples: AES (Advanced Encryption Standard)
	• Data Encryption System (DES), Triple DES, RC2, RC4, RC5, IDEA, 
Blowfish, Stream cipher, Block cipher.

5.4.1.5 � Asymmetric Encryption

In this type of encryption there are two keys, public access which is used for 
encryption, and the private key which is used for decryption. The advantage 
of this encryption method is that the public and private keys are different. 
Therefore if an intruder compromises one key, it is not possible for them to 
breach the message.

Examples: Diffie Hellman key exchange algorithm, RSA algorithm.

5.4.1.6 � Hash Functions

These are the mathematical notations whereby one number is changed into 
another value with a smaller value. The significant advantage of this function 
is that the input can be of any length, but the output always will be of a fixed 
length. It is more essential in applications which need to provide maximum 
security. The most efficient hash functions for the IoT environment are SHA-​
1 and MD5. The most efficient hash functions for the IoT environment are 
SHA-​1 and MD5, as shown in Figure 5.8.

5.4.1.7 � Blockchain-​Integrated IoT System

Blockchain can be used to enhance IoT security as it is a decentralized envir-
onment, where it cannot be tracked by an intruder for the location of data 
(Patel et al. 2020). It can bridge the gap of security, privacy and scalability 
issues in the IoT environment. The decentralized architecture makes the data 
be stored in servers in multiple locations, and so a single point of failure will 
not affect the recorded data, unlike with a cloud-​based IoT system, where 
data is held in a single place, leading to lost data in the case of a crash in the 
cloud server (Mistry et al. 2020).

5.4.1.8 � Components of Blockchain

Blockchain consists of the major components described in Table 5.2.
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5.4.1.9 � Types of Blockchain

Blockchain can be classified in two major ways, as described in Figure 5.9.

5.4.1.9.1 � Private Blockchain

In this environment, trusted and well-​known users are used to carry out the 
read and write operations.

5.4.1.9.2 � Public Blockchain

In this environment anybody can have access to read or write the data. 
Bitcoins are the best example of those using the public blockchain.

TABLE 5.2

Components of Blockchain

S. no Components Description

1. Network of nodes Proof of work verifies the transaction authenticity in 
the network.

2. Distributed database system In the database, each block consists of a timestamp 
and transaction that provides the required additional 
information.

3. Ledger This is available to all users and is updated 
throughout the transaction whenever the user 
updates the data.

4. Cryptography All data must be encrypted ,which ensure the 
safeguarding of data security.

Hash value: 20

Hashing function

Message: hash function helps to provide security

FIGURE 5.8
Hashing function.
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5.4.1.10 � Blockchain Integration in the IoT

The primary reason for incorporating the IoT with blockchain is to enhance 
the privacy and security of the IoT environment, as intruders can com-
promise the IoT cloud servers at any time. Many companies have started 
to integrate the IoT with blockchain to achieve maximum production and 
supply chains (Wazid et al. 2020).

It gives transparency when products are in logistics, which increases 
the customer’s trust of the product. Some companies have started to 
use decentralized server models for their working operations (Tseng 
et al. 2020).

The identity and access management system can enhance IoT security by 
using blockchain; these systems store data about digital rights, identity and 
user credentials. It may vigorously defend against attacks such as man in the 
middle attacks, application-​layer attacks and IP spoofing.

5.4.1.11 � Cloud Models

In the IoT cloud, devices are connected and data are stored on servers; even 
the sensor and cloud are close to each other. Still, it must be associated with 
the Internet to transfer the IoT data.

The first concern will be the cost factor as the data need cloud and Internet 
connection, irrespective of the distance between the server and the IoT envir-
onment. The second factor will be security, as the information is stored in the 
cloud, which is open to intruders or hackers, as the IoT environment is open 
to frequent attacks such as DDOS, IP spoofing and so on. The third factor will 
be the downtime of the cloud if it has been affected by the intruder attacks, 
where the IoT user will not be able to access the actual data or the data can 
be altered.

5.4.1.12 � Advantages of Blockchain in the IoT

The combination of the IoT with blockchain has improved quality of life for 
many people and in many ways; a few major benefits are described in the 
following, as shown in Figure 5.10:

Blockchain

Public
blockchain

Private
blockchain

FIGURE 5.9
Types of blockchain.
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1.	 The speed of data transfer can be more efficient by integrating  
blockchain with the IoT environment.

2.	 As blockchain is all about decentralization, it can reduce the oper-
ational cost of the IoT as it is not using the centralized server only.

3.	 One of the major concerns for the IoT environment is security,  
which can be enhanced by using blockchain as it trusts only legit-
imate users.

4.	 As the speed of transactions increases and there is a reduction in cost, 
it leads to another great advantage: supply chain efficiency.

5.	 Industries such as medicine and others which needs logistics can use 
IoT blockchain to support the transfer of goods.

5.4.2 � Cryptographic Algorithm through Blockchain

5.4.2.1 � IoT Security Attacks

An attack is an event that disturbs the normal flow of the execution of the 
IoT environment, where the attack can be made by an intruder, attacker, or 
hacker who should not be able to access the information but through direct or 
indirect attacks has gained access to the IoT environment (Jain, Anshul, and 
Tanya Singh 2020).

The significant challenges included recorded data stored in the centralized 
server/​cloud where the user may access data whenever needed. However, 
the issue is that the cloud is constantly open to the Internet, which makes 
it easy for intruders to make “N” number of attacks, such as brute force, IP 
spoofing, a man in the middle attack or compromised attack to obtain data 
from the server (Alam et al. 2020).

Security Decentralization Data speed Supply chain Logistics

FIGURE 5.10
Advantages of blockchain in the IoT.
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5.5 � Augmented Reality in Transactions with Blockchain  
Protection

5.5.1 � Augmented Reality

This is the process in which a natural environment is created that is not real 
but similar to real-​world experience. It is achieved using computer-​generated 
sensor input such as visual, audio and sensor models. The program must be 
used to create a virtual environment where the user can have real-​time inter-
action with any individual who is not available at the location but still able to 
make an environment which is very real (Palmarin et al. 2018).

5.5.2 � Components of Augmented Reality Architecture

The augmented reality components and working are displayed in Figure 5.11.

	• Hardware requirements
	• Virtual location
	• Real location.

5.5.2.1 � Virtual Location

This is a replication of the natural environment using a hardware environ-
ment. The real-​time environment is presented digitally, such as 3D animation,  

FIGURE 5.11
Augmented reality architecture.

 

 

 

 

 

 

 



Convergence of Blockchain, AI and IoT104

104

2D images, websites and vibrations. The primary feature of augmented  
reality is that virtual content can be changed dynamically.

5.5.2.2 � Real Location

This consists of the geographic location, physical objects and environment 
used to make it more lifelike to the augmented reality users; when viewing 
the augmented reality, users will be able to look at the location’s natural 
environment.

5.5.2.3 � Hardware Requirements

This include components such as:

	• Processor
	• Display
	• Sensors
	• Input devices
	• Camera.

5.5.2.4 � Display

This consist of three major components as described in Table 5.3.

5.5.2.5 � Classification of Augmented Reality Tools

Augmented reality can be experienced in many ways. The following main  
methods are discussed below:

TABLE 5.3

Display Categories in Augmented Reality

S. no Display Name Description

1 Head-​mounted display This will be fixed on or to a helmet, examples include 
goggles or glasses. It can be used in healthcare, 
entertainment and engineering.

2 Handheld device These are devices which can be transferred from one 
location to another. Cell phones are the most commonly 
used handheld device.

3 Spatial display This is the graphical display which can be projected onto 
any fixed surface, and can display time series such as grid, 
scalar, polygon.
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1.	 Augmented reality 3D viewers
2.	 Augmented reality browsers
3.	 Augmented reality gaming.

5.5.2.6 � Ways to Create Augmented Reality Applications

There are three major possible ways to create augmented reality applications, 
as also shown in Figure 5.12:

	• Marker based
	• Markerless based
	• Location based.

5.5.2.7 � Marker Based

These are based on image identification, which uses black and white markers 
to display AR content. The augmented component can be used whenever the 
camera is placed around the marker location.

For example:
In the education system, a concept can be taught in multiple ways such as  
board teaching, webinar, online tutorials, flipped class and so on. AR can  
make the system seem more alive by inserting animations into the pages of a  
book, and so, whenever the student points the camera at the text, the anima-
tion lecture will start automatically, making understanding the subject matter  
much easier for the students.

Marker based Markerless
based

Location based

Creation of AR
applications

FIGURE 5.12
Creation of AR applications.
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5.5.2.8 � Markerless Based

This helps the user to choose different options in the environment, where the 
location is not mandatory. The user can decide to fix a virtual object in “N” 
possible ways and get the best choice in a particular category.

For example:
In a university, when a new auditorium is built for the students, it is not 
possible to predict the exact number of chairs for the seminar hall; at this 
moment, the concept of the markerless-​based method can give a visualiza-
tion of the right and appropriate collections to the environment.

5.5.2.9 � Location Based

This works on location by using an accelerometer, digital compass and 
GPS. Pokemon GO is a very famous AR game that works based on location. 
Additionally, it can help us to locate cars in an extensive parking system.

For example:
If a user wants to travel to a new place, which he/​she knows nothing about, 

then this AR will help by showing the navigation virtually with street name, 
location and complete address of the location in an interactive way.

5.5.2.10 � Challenges in Augmented Reality

Although there are many AR applications associated with education, manu-
facturing, healthcare, transportation (such as airport) and entertainment 
(such as movies), there remain many challenges to the implementation of AR 
in the real world (Al-​Shuwaili, Ali, and Osvaldo Simeone 2017), as shown in 
Figure 5.13.

These challenges include:

	• Hardware implementation
	• Content availability
	• Awareness
	• Privacy and security
	• Physical harm.

5.5.2.11 � Hardware Implementation

The major challenge in AR is the implementation of hardware, as mobile 
devices are not fully equipped with the requirements of AR for interactive 
experiences. The unique AR headset is still a work-​in-​progress, as the con-
sumer needs the headsets to experience the virtual environment more inter-
actively (Al-​Shuwaili, Ali, and Osvaldo Simeone 2017).
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5.5.2.12 � Content Availability

The main requirement of augmented reality is the content, as it will make 
the environment attractive. Companies face challenges in the generation of 
quality content.

5.5.2.13 � Awareness about the Technology

As people showed interest in Pokémon and Ingress, they reached a signifi-
cantly too large audience. Still, knowledge about AR has not reached all 
audiences, as not all AR-​based games have gained sufficient recognition and 
have used inefficient applications. Therefore, marketing remains one of the 
most significant challenges in AR.

5.5.2.14 � Privacy and Security

The challenge in augmented reality is that there are no standard measures 
(right or wrong intentions) to assess it, which leads the user to have security 
problems. As the knowledge about AR is still insufficient, it can lead to both 
issues of privacy and security. An intruder or hacker can breach the system 
by slightly altering the security mechanism (Al-​Shuwaili, Ali, and Osvaldo 
Simeone 2017).

5.5.2.15 � Physical Harm

The most worrying challenging about AR is the lack of attention to the 
environment, which can lead to accidents in few cases, with minor as well 

Hardware
implementation

Content
availability

Awareness

Physical harmPrivacy and
security

AR challenges

FIGURE 5.13
Augmented reality challenges.
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as significant injury sometimes being caused. People lives can be placed in 
danger when they ignore the environment while playing the games in public 
places.

5.5.2.16 � Applications of Augmented Reality

The following applications make use of augmented reality (Al-​Shuwaili, Ali, 
and Osvaldo Simeone 2017):

1.	 Sports
2.	 Navigation
3.	 Military
4.	 Education
5.	 Healthcare
6.	 Advertising
7.	 Maintenance
8.	 Tourism.
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6
Future Enhancements and Application 
of the IoT, AI and Blockchain

6.1 � Implementing Blockchain, AI and IoT in Smart Cities

6.1.1 � Smart City

The smart city is defined as an urban area where a group of different sensors 
are used to record data from the area. The recorded data are used to obtain 
insights about the resources, management of assets, and efficient services. 
The data are received from people through sensors. The smart city is a com-
bination of information and communication technology (ICT) and sensors 
that send data to the IoT cloud, optimizing the city’s operations and making 
people’s lives easier at an affordable cost [1].

6.1.2 � Objectives of a Smart City

The primary objective of a smart city is to ease people’s lives by integrating 
healthcare, transportation, education, and traffic in a single environment [2], 
including:

	• Water
	• E-​governance
	• CO2 emissions
	• Energy
	• Security
	• Social innovation
	• Transportation.

6.1.3 � Architecture of a Smart City

Smart city architecture includes three components: artificial intelligence,  
blockchain and IoT devices [3]. These components have a unique ability to  
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perform a specific operation, such as AI, to carry out the work of human  
beings. In contrast, IoT devices record and store data, as shown in Figure 6.1.

6.1.4 � Challenges in a Smart City

The smart city gives many benefits to the people, however certain challenges 
need to be addressed when implementing a smart city. The following are 
some of the identified challenges associated with implanting a smart city 
which need to be discussed at the construction phase [4]:

	• Building infrastructure
	• Privacy concerns
	• Heterogeneous devices
	• Efficiency
	• Scalability
	• Awareness to citizens
	• Application development
	• Cost and affordability.

6.1.5 � Smart City Components

The major components of a smart city are listed in Figure 6.2.

6.1.6 � Blockchain Integration with Smart Cities

6.1.6.1 � Smart Health

This is a healthcare-​based system where users are embedded with wearable  
devices, in-​home sensors and mobile applications with the Internet. This  

Artificial
intelligence

Smart city

Blockchain

IoT devices

FIGURE 6.1
Integration of the IoT, AI and blockchain in a smart city.
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methodology helps track people’s health online and alerts if any abnormal-
ities should occur to the user [5].

6.1.6.2 � Smart Security

Sensors are embedded in doors and walls inside the home, alerting the user if 
any threat enters the house by sending notifications to the user; CCTV footage 
enhances the security and is easily customizable. Many companies have 
started to provide various smart security mechanisms that reassure people 
about the safety of their belongings when they are away from home [5].

6.1.6.3 � Smart Energy

In smart energy, devices are used for producing energy; it uses renewable 
energy sources with affordable cost and keeps the environment clean. Solar 
energy and natural gas are two examples of smart energy [5].

6.1.6.4 � Smart Environment

The environment which is connected with sensors, the Internet and computers 
can be described as a smart environment.

Technologies of a smart environment include

1.	 Human speech recognition
2.	 Wireless communication between devices
3.	 Operating system in computers
4.	 Networking of devices
5.	 Software architecture frameworks.

Smart health Smart security Smart energy

Smart transport
Smart

industries

Smart city
components

Smart
environment

FIGURE 6.2
Smart city components.
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6.1.6.5 � Smart Industries

Industries have been upgraded from their early years with many features. 
According to their performance, enterprises that can make decisions 
according to the performance and are adaptable for any changes as per the 
requirements. This helps increase an industry’s production at an affordable 
cost [6].

6.1.6.6 � Smart Transport

Smart transport aims to reduce traffic congestion by navigating vehicles 
and helping to reduce air pollution as traffic congestion can solved by using 
smart transport [7]. Users also spend less time traveling, with minimal cost 
and lower energy consumption for vehicles [5].

6.1.6.7 � Blockchain Transaction Flow

Figure 6.3 explains the transaction flow in blockchain, where it starts with the 
user’s request to complete a transaction [8].

6.1.6.8 � Characteristics of Blockchain in Smart City

The primary reason that so much focus has been on blockchain is the features 
that are associated with it [9], which include:

	• Anonymity
	• Auditability
	• Decentralization
	• Distributed ledger
	• Persistency
	• Privacy.

6.1.6.8.1 � Anonymity

Every user interacts with the blockchain with a generated address, where the 
user address is not revealed to anyone, making the user anonymous to any 
intruders [10].

6.1.6.8.2 � Auditability

In blockchain, any transaction will be  authenticated and authorized before it 
gets added to the blockchain. Here the transmission is verified [10].

6.1.6.8.3 � Decentralization

There is a centralized system in the traditional method, which performs the  
transaction. The challenging factor for this is that an intruder attack on the  
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central server can lead to a loss of the entire network. Currently, using a  
decentralized system, no intruders are able to gain access to the system [10].

6.1.6.8.4 � Distributed Ledger

This public ledger contains all users who enter the system and provides 
details about the transaction of all users. All blockchain users manage this 
ledger. This computation is shared among the computers, making it an effi-
cient ledger.

6.1.6.8.5 � Persistency

In the blockchain, a transaction which is occurring can be authenticated 
quickly, and the proxy transaction will not be taken into account by users. It 
is challenging to delete the transaction once it has taken place in the system, 
but an invalid transaction can be detected immediately.

Node 1

User requesting
transaction

Creation of
blocks

Block transfer
to all nodes

Validation of
transaction

Blockchain Blockchain

Completion of
transaction

Node 2

Block added to
existing

blockchain

FIGURE 6.3
Blockchain transaction flow.
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6.1.6.8.6 � Privacy

This is one of the significant features that integrates the IoT with blockchain; 
as the IoT is vulnerable to attackers, blockchain helps in the IoT environment 
with decentralization and encryption to prevent intruders from entering [11].

6.1.6.9 � Benefits of a Smart City with Blockchain

The following are the some of the benefits that are associated with a smart 
city with blockchain:

	• Crime prevention
	• Corporate
	• Property
	• Construction
	• Decentralized water management
	• Decentralized electricity.

6.1.6.10 � Challenges in Blockchain

Blockchain has many applications in various other domains as it is not 
limited to the smart city alone, however integrating blockchain has difficul-
ties [11,12].

The major challenges are:

	• Adoption
	• Technology barriers
	• Security risks
	• Legal and regulatory issue
	• Interoperability risk
	• Energy consumption.

6.1.6.11 � Challenges of Secured IoT

There are many researches carried out in the IoT every day on enhancing its 
security, however the biggest challenges that lead to security issues are due 
to the IoT environment [13,14], these include:

✓	 Centralized architecture

✓	 IoT environment

✓	 Scalability

✓	 Storage space
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✓	 Processing time

✓	 Devices reliability.

6.1.6.12 � Centralized Architecture

As the data in the IoT are stored in a centralized cloud, this makes it easier for 
hackers to intrude into the system and attack the cloud server, which leads 
to loss of the confidentiality, availability and integrity of the data. This can be 
recovered by using the blockchain concept, as there is no centralized system 
in the transmission of data [15].

6.1.6.13 � IoT Environment

The IoT environment is composed of sensors, actuators, embedded devices 
and servers. It collects data from heterogeneous devices, however, as there 
is no unique mechanism for all heterogeneous devices, the major challen-
ging factor is the connection among different types of devices, making it 
difficult to detect any failure of a single device from a large number of 
devices.

6.1.6.14 � Scalability

The primary requirement of an IoT device is to possess scalability as it is a 
collection of heterogeneous devices connected to different individuals, there-
fore it is difficult to obtain the property of scalability [16], and it involves 
the process of handling a large amount of data in a particular network or 
system. It reduces the risks in the IoT and simplifies recording of the envir-
onment [17].

6.1.6.15 � Storage Space

In the IoT data are recorded continuously and stored in the cloud. These 
data need a huge volume for storage. These data may be not essential after a 
specific duration of time. Therefore the cloud service provider manages the 
server space for the future, where the redundant data may be removed with 
the knowledge of the user.

6.1.6.16 � Processing Time

The main advantage of the IoT is the distance between the user and the IoT 
environment where the user will be able to access the data irrespective of his/​
her location; if the space is nominal, then the access time and notifications will 
be faster and reliable, but the issue arises when the user reaches the maximum 
limit, which may lead to a delay in the processing time of the IoT devices.
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6.1.6.17 � Devices Reliability

In the IoT ecosystem, each sensor is connected to the central server, which 
the cloud, as cloud computing is the process of storing data on a rental basis 
by the service level agreement (SLA). Even if the server’s location is near the 
sensors, it must be connected to establish the connection.

6.1.6.18 � Artificial Intelligence

Artificial intelligence involves is the method of making systems think like 
humans without human intervention; in simple terms, human intelligence 
is imparted to machines. This will reduce the work of humans and can help 
in large-​scale production. It can work with qualitative and quantitative 
data [18].

It can be mainly categorized into two streams:

1.	 Knowledge-​based systems
2.	 Computational intelligence.

6.1.6.19 � Knowledge-​Based System (KBS)

This is a knowledge base that contains all the necessary information about 
the domains, based on the past events, which was uploaded by users [19]. 
Cases, frames and rules can be described as knowledge in this category, as 
shown in Figure 6.4.

It carries out a reasoning mechanism, which usually would be done by 
humans. Heuristic methods are used in a knowledge-​based system to solve 
associated problems. If–​then rules are used in this category instead of math-
ematical notation.

6.1.7 � Computational Intelligence (CI)

The following are the methods of computational intelligence that artificial 
intelligence uses [20]:

	• Fuzzy system
	• Generic algorithm
	• Neural network.

6.1.8 � Fuzzy System

In certain situations, it is impossible to predict whether something will 
happen or not as per the requirements. To solve this issue [21], fuzzy logic can 
indicate whether it is partially true or false. It possesses intermediate values 
between correct and wrong, as shown in Figure 6.5.
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It contrasts with Boolean logic, in which there are two conditions only, either  
true or false. The above example compares Boolean logic and fuzzy logic.

6.1.9 � Genetic Algorithm

This evolved from natural evolution as inspired by Charles Darwin. It is an 
adaptive heuristic approach that produces an optimal solution to any com-
plex problem [22].

Whether it will rain?

Whether it will rain?

Boolean logic

Fuzzy logic

Yes (1)

No (0)

No rain (0.3)

Chance of drizzling (0.4)

Heavy rain (0.3)

FIGURE 6.5
Fuzzy logic vs Boolean logic.

User interface

Knowledge base

Basic component
of KBS

Explanation
generator

Interface engine

FIGURE 6.4
Basic components of a knowledge-​based system.
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There are five operations that are carried out by genetic algorithms:

1.	 Initial population
2.	 Fitness function
3.	 Selection operator
4.	 Crossover operator
5.	 Mutation operator.

6.1.10 � Neural Network

A neural network identifies patterns similar to the modeling of human intelli-
gence. These patterns are performed by numerical methods, which are scalar, 
that transfer the actual word entity [23]. The data are understood through the 
intervention of the machine, as shown in Figure 6.6.

6.1.11 � Artificial Neural Networks

These are brain-​inspired systems that help machines to think in the way 
that humans learn. ANNs have multiple nodes that resemble the biological 
neurons of the brain. The neurons are associated with links, which are 
interrelated with themselves [24].

Neural networks have:

1.	 Input layers
2.	 Output layers
3.	 Hidden layers.

Input 1

Hidden
layer 1

Hidden
layer 2

Output 1

Output 3

Output 4

Output 2
Hidden
layer 2

Hidden
layer 2

Hidden
layer 2

Hidden
layer 1

Input 3

Input 2

Input 4

FIGURE 6.6
Neural network.
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6.1.12 � AI and the IoT in a Smart City

The IoT senses the data from sensors, while AI is used to instruct the IoT 
to record the data from the environment as the data are stored in big data. 
These data will then be passed back to the AI for extracting the information 
and making decisions based on past events that help in solving future similar 
problems. Figure 6.7 shows an interpretation of the data.

6.1.13 � Big Data in the IoT

The extensive collection of structured, unstructured, semistructured data can 
be used to make decisions from large data sets. Here the data are recorded 
continuously from the smart city environment. This helps in taking any 
decisions based on the available data and increases the productivity from a 
business perspective.

6.1.14 � Security using AI

The combination of AI and the IoT in a smart city helps in various ways [25], 
including:

	• Weapon noise detection
	• Surveillance and analytics
	• Drones.

6.1.15 � Application of AI in Smart Cities

	• Smart public transportation system
	• Intelligent traffic management and control system

AI

Decides

Big data IoT

SensesStores

FIGURE 6.7
Integration of AI, the IoT and big data.

 

 

 

 

 

 

 



Convergence of Blockchain, AI and IoT122

122

	• Safety management and emergency system
	• Smart waste management

	• Smart parking management.

6.1.16 � Smart Public Transportation System

A smart transport system makes a significant difference in a hugely populated 
city and helps to reduce costs and give more safety to the inhbitants; it uses 
components such as electronic devices, wireless technologies and cloud 
between the different parts of a city [26].

6.1.17 � Benefits

	• Pollution can be reduced, which helps to reduce global warming.
	• People have greater safety and security, compared to traditional 
methods of transport.

6.1.18 � Intelligent Traffic Management and Control System

This is used to reduce the traffic in cities through an efficient traffic mech-
anism; it uses GPS, which helps to find the locations of vehicles and thus 
makes it easy for routing vehicles according to the available routes.

6.1.19 � Safety Management and Emergency System

This is used to protect people from any unpredicted accidents, which may 
happen for many reasons. An emergency system will alert a nearby hospital, 
and take immediate action that can save people’s lives.

6.1.20 � Smart Waste Management

The IoT has the potential to reduce the cost of waste and its operational 
expenses by using AI [27].

Waste can be generally classified into five types, namely:

1.	 Organic waste
2.	 Recyclable waste
3.	 Hazardous waste
4.	 Solid waste
5.	 Liquid waste.
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6.1.21 � Smart Parking Management

Smart parking is crucial to address the increase in traffic congestion and 
unavailability of parking spaces for vehicles. Smart parking management 
can overcome the above challenges at nominal cost with efficient parking of 
vehicles [28].

6.2 � Improving Clinical Diagnosis with Smart IoT Devices  
Using an AI Mechanism

6.2.1 � Smart IoT

Wearable devices are growing at a speed where they may be able to replace 
mobile phones in the future.. The IoT is molding human existence with more 
prominent availability and extreme usefulness through universal systems 
administration to the Internet. It will be increasingly close to home and pres-
cient, and consolidate the physical and virtual worlds to make an exceed-
ingly customized and regularly proactive associated understanding [29].

The IoT still challenges researchers in security as data gets stored in the 
cloud, and so it can be compromised by intruders at any point in time.
Without the use of solid defense at all joints of the IoT and protection of infor-
mation, the advancement of the IoT will be prevented by prosecutions and 
social opposition. The development of the IoT would be moderate without 
the correct principles for the use of the associated devices and sensors.

6.2.2 � Types of Biomedical IoT Sensors for Diagnosis

Sensors are used to record data from the environment through the Internet 
of Things, which plays a vital role in data collection. For example, a tempera-
ture sensor can alert the user if the temperature goes beyond the average 
level. Similarly, many sensors are used in different applications as per the 
individual’s requirements [30].

Biomedical sensors are used to identify specific biological, physical or 
chemical processes. The data can then be transferred to the place where any 
abnormalities are noted, and precautions can taken [31]. It is often used to 
monitor the status of medicines, environmental conditions, food, water and 
other substances, such as whether it is safe to drink or eat, or any activities 
associated with the entity, as shown in Figure 6.8.

The sensors are classified based on their types, such as:

1.	 Blood oxygen sensors
2.	 Blood glucose sensors
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3.	 Temperature sensors
4.	 Image sensors
5.	 Pressure sensors
6.	 Inertial sensors
7.	 Motion sensors
8.	 ECG sensors.

The most commonly used sensors in biomedical instrumentation are:

I.	 Body temperature sensors
II.	 Biomedical mechanical sensors

III.	 Ultrasound imaging sensors
IV.	 Radiology detection sensors.

6.2.3 � The IoT and Biomedical Instrumentation

IoT applications are used in all aspects of life such as education, transporta-
tion, agriculture, military, smart homes and so on. the most significant advan-
tage of the IoT in healthcare is that it can be used for monitoring, warning 
and detecting any abnormalities in patients. It increases the betterment of 
humans where the role of the doctor is reduced and pressure is taken off the 
workforce-​based system.

6.2.4 � Variations of Biomedical Data

There are three different variations in biomedical data based on the storage 
format [32]:

1.	 Biomedical image data
2.	 Biomedical signal data
3.	 Biomedical genome data.

6.2.4.1 � Biomedical Image Data

These data are used to detect patterns from images; if any abnormalities are 
found in the image pattern, then the specific disease, such as breast cancer or 
brain tumor, can be diagnosed with the help of biomedical images.

Bio medical sensor

Input signal Output signal

FIGURE 6.8
Biomedical sensor.
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6.2.4.2 � Biomedical Signal Data

This is used to realize the physiological mechanisms of certain biological 
systems.

6.2.4.3 � Biomedical Genome Data

The genome is used to differentiate living organisms; a single human genome 
can hold 100 GB of data, as shown in Table 6.1.

6.2.5 � Classification of Biomedical Instruments

Different types of biomedical instruments [33] are described in Figure 6.9.

6.2.5.1 � Direct/​Indirect

The sensing system measures directly, such as the average volume blood 
flow in an artery.

6.2.5.2 � Invasive/​Noninvasive

This includes an imaging system that can measure blood flow dynamics in  
an artery [34].

Bio medical
instruments

Direct/
indirect

Invasive/
non invasive

Contact/
remote

Sense/
actuate

Real-time/
static

FIGURE 6.9
Classification of biomedical instruments.
Source:  [34].

TABLE 6.1

Variations of Biomedical Data

S. no. Variations of Biomedical Data Examples

1 Biomedical image data Magnetic resonance imaging (MRI),
computed tomography (CT),
functional magnetic resonance imaging (fMRI)

2 Biomedical signal data Electrocardiography (ECG), 
electroencephalography (EEG), electroneurogram 
(ENG), electromyogram (EMG)

3 Biomedical genome data Deoxyribonucleic acid (DNA)
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6.2.5.3 � Contact/​Remote

This includes one of the strain gauge sensors which are attached to a muscle 
fiber to track deformations due to forces in the muscle.

6.2.5.4 � Sense/​Actuate

These types detect biochemical, bioelectrical an biophysical parameters, such 
as an automated insulin delivery pump that is a direct, contact actuator.

6.2.5.5 � Dynamic/​Static

Static instruments measure temporal averages of physiologic parameters.

6.2.6 � Integration of AI with the IoT

The IoT records a large amount of healthcare data which can be used along 
with AI for predicting and diagnosing diseases. AI is the process in which 
a computer can think and act like a human, in which testing data are given 
to the system. It responds to a new similar situation by providing a solution 
based on the data given by the user already. In simple terms, AI is a replace-
ment of human intelligence. Figure 6.10 explains the hierarchy.

6.2.7 � Healthcare Challenges in Integrating AI and the IoT

There are specific legal and ethical issues that arise with the privacy and con-
fidentiality of IoT healthcare data. An essential aspect of healthcare is the  

Deep Learning (DL)

Machine Learning (ML)

Artificial Intelligence (AI)

FIGURE 6.10
AI vs ML vs DL.
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security of genotype data. IoT applications have many benefits; however,  
some challenges are associated with integrating the IoT with AI. The data  
recorded are primarily unstructured, and a complex algorithm is needed to  
generate the value from IoT data. As the data are stored in the IoT cloud,  
cybersecurity is required to protect sensitive data [35].

6.2.8 � Medical Diagnostic Lifecycle

Figure 6.11 explains how a patient’s data are recorded and then a diagnosis 
provided.

6.2.8.1 � Patient Data Collection

In this phase, the patient’s heart rate, BP, sugar level and all other health-​
related data are measured and taken into consideration. Depending upon 
the needs, the patient’s health data can be recorded and used in diagnos-
tics [36].

6.2.8.2 � Data Analysis

Here the data that are collected are used to analyze the patient issues. The  
data help to obtain an overall summary of the patient’s condition.

Patient data
collection

Storing it for
future

references
Data analysis

Disease
categorization

Diagnostic
scheduling

FIGURE 6.11
Medical diagnostic lifecycle.
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6.2.8.3 � Disease Categorization

In this phase, analyzed data are categorized and then sent to the next phase 
for further processing.

6.2.8.4 � Diagnostic Scheduling

Once the disease has been analyzed and then categorized, it must be 
diagnosed as soon as possible. All prior planning is done to carry out the 
treatment.

6.2.8.5 � Storing Data for Future Reference

Once the treatment has been carried out, irrespective of the diagnostic 
results, the data have to be stored in the hierarchy, where similar cases can be 
handled in the future.

6.2.9 � AI in IoT Healthcare

AI has numerous applications in diagnosing patients based on the pre-
vious hospital records. This reduces the burden of doctors, nurses and 
administrators by performing tasks in less time at an affordable cost [37]. It 
reduce errors and enables patients to be diagnosed with maximum accuracy. 
It helps to detect any patient issues faster than a doctor is able to do. An AI 
model algorithm can diagnose breast cancer better than a pathologist. Areas 
covered include:

	• Wearable devices
	• Imaging
	• Drug detection
	• Risk discovery by predictive analytics
	• Genomics
	• Virtual assistant
	• Hospital decision support
	• Remote monitoring
	• Patient waiting time reduction.

6.2.10 � Wearable Devices

The primary IoT application associated with healthcare is wearable 
devices, which monitor patient heartbeat, oxygen level and other health 
data. Additionally, it connects the user to the cloud so that healthcare 
professionals are able to monitor the users for any abnormal data. This 
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reduces the time used by both users and doctors, as visiting the hospital 
multiple times is not required, whereas, in the physical mode, the user has 
to visit the hospital each time for these health readings to be taken. There is 
also the possibility of infections spreading if physical presence is required 
for health readings [38].

6.2.11 � Imaging

Medical imaging is the principal area where AI supports in helping diagnose 
patients. The significant advantage of medical imaging is that it can continu-
ously monitor the patient without any break, enabling the patient to receive 
decisions with maximum accuracy and quickly. The disadvantage associated 
with AI is that it cold replace millions of jobs and lead to unemployment in 
the coming years.

6.2.12 � Drug Detection

AI-​supported drug discovery will mainly impact the pharmacy sector, but it 
may take time, and a lot of research needs to be carried out to make it more 
effective. The major challenge will be security and privacy in terms of patient 
data, where a genetic code is needed to produce the drug.

6.2.13 � Genomics

The primary AI application is to replace human intelligence, but in clinical 
genomics, it can perform tasks that human intellect cannot even think of 
doing. A specific AI algorithm called deep learning is used to process gen-
omic datasets. The most standard genomic methods are variant calling, 
genome annotation and variant classification.

6.2.14 � Virtual Assistant

A virtual assistant can be defined in many ways as it varies based on the 
patients’ need and application. It can be used in the home as well as 
workplaces. It is the most advanced AI technique which has yet to come to 
market globally at an affordable cost. Many research works are being carried 
out on these AI virtual assistants as the challenges are numerous.

6.2.15 � Hospital Decision Support

In healthcare, making decisions using AI will give more quality data and 
help patients to recover mre quickly. It makes the work easier for doctors 
as well as others who are associated with healthcare. AI will tell precisely 
about the patient conditions, whether it will be possible to treat the patient or 
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there are complications which makes it difficult to treat them.also, AI helps to 
accurately assess the patient’s condition [39].

6.2.16 � Remote Monitoring

This includes the following:

	• Data acquisition system
	• Data processing system
	• Monitor or terminal.

6.2.17 � Patient Waiting Time Reduction

AI-​enabled healthcare helps to automate the monitoring and diagnosis of 
patients based upon the availability of resources and the number of patients 
that need to be analyzed. This helps match patients to available doctors, 
reducing time spent at the hospital.

6.3 � Technological Innovation through Distributed Ledger  
Mechanism

6.3.1 � What Is Technological Innovation

In a fast-​paced society, every organization is looking for some technological 
innovation to increase production or increase the company’s profit. Before 
understanding what technological innovation is, we need first to understand 
the basic definition of innovation. Innovation can be defined as the incarna-
tion of knowledge that is relatively new into a tool, process or technology.

Sahal [40] defined innovation as an invention that essentially creates a new 
device. Further, the creation also involves using the newly invented device 
for commercial purposes or in some application.

According to Girifalco [41], innovation is how an invention is transformed 
into a usable product. The creation process revolves around continuous 
improvement and refinement of the product, from starting with the initial 
design to production of the prototype.

Innovation can be viewed as initiating from a basic idea to the manufac-
turing of the prototype and product, which finally can be used commercially. 
Thus, the process includes the invention and implementation, which involves 
many stages such as research development, production and marketing [42].

Technological progress is not sufficient for the society fit for humans, but 
it is an essential and necessary component. Now the question is, where 
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does this technological progress come from? A vital distinction to under-
stand between invention and adaption, is that both design and adoption 
are necessary in the latter. It is essential for a technologist first to conceive a 
new device, and second, it is required for that device to find use in society. 
It must be either economically or socially beneficial. Social norms and social 
technology can facilitate both, where they can preclude both invention and 
adoption. A society norm and structure can either assist or obstruct both 
design and adoption. New technologies can quickly be outlawed, such as fire 
alarms which were banned by the Japanese governments of the 16th, 17th 
and 18th centuries. The critical requirement for adoption is the recognition of 
something outside of society.

Technological innovation can be thought of as the accumulation of new 
knowledge. Thus, the collection of knowledge over time might bring about 
a creative idea. An innovative idea discovered from the corpus of know-
ledge might be unique from another existing idea. Converting this unique 
idea through design, production and, finally, implementation is called 
innovation (see Figure 6.12). When innovation is in the advancement of 
an ongoing technology, it is called technological innovation. One can say 
that there is a difference between technology and innovation. Technology 
focuses on the existing knowledge used in existing tools. In contrast, innov-
ation focuses on the derivation of new knowledge from the existing one 
and developing a new product based on the existing product. The primary 
focus of the technological innovation might be in solving problems existing 
in a business or organization, which might increase the company’s product-
ivity, efficiency and reliability, which would help in the growth of the wider 
economy [43].

In the late 19th and early 20th centuries, technological innovation showed  
some remarkable growth in Germany’s progress with the creation of multiple 
products [44]. There are different types of technological innovations  
such as product innovation and process innovation. Product innovation is  
where a retailer introduces a product to a customer that is distinct from other  
products. Similarly, process innovation might include new knowledge and  
new tools, and is used in the backend of manufacturing a particular product  

Knowledge Idea
Research and

design
Implementation

Invention

Innovation

FIGURE 6.12
Technological innovation process.
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for service. The main focus of such an innovation is to introduce the newly  
created product or service into the market. Possible examples of process  
innovation might include different quality control methods or new ways of  
delivering a product.

Yang [45] discussed the technological innovations of private enterprise. This 
author discussed factors for the technological innovation by private enter-
prise. In order to include technological innovation in private enterprise the 
first and foremost aspect needed is an innovative idea from the entrepreneur. 
These innovative ideas might be helpful in different activities such as labor, 
technology and capital. Technological innovations have gained increaseed 
attention in the recent past. Innovation is a challenging factor where a com-
pany is doing lot of research for launching their product in a unique way to 
attract customers.

6.3.2 � Technological Innovation and Business Model

The business of any firm largely depends upon technology, and changes 
with the latest technology. New technology can improve the profitability of 
any firm. It has been noted that business managers and entrepreneurs also 
focus on how technology is changing regularly. Thus, it can be said that 
the business model and technology innovation are a two-​way and complex 
process [46]. Therefore, it can be said that technology from any sector, such 
as information technology, impacts any business model being created, for 
example, smartwatches are one such example of a technological innovation 
which is not only used as a watch but also works as a health-​monitoring 
device by monitoring the pulse of the wearer. Another example is smart tele-
vision which has changed the way that people watch television by interacting 
with the television and controlling the television content. These technologies 
have changed the business of every sector, and every business now thinks of 
new technologies to increase its number of customers and the profit of the 
company.

All markets are today impacted by digital technology, and it is becoming 
increasingly difficult to understand and develop products and devices 
according to the needs of customers because of the shift in the demands of 
customers toward technology-​based products. Also, there are regular and 
sudden changes in technologies. Therefore, it is increasingly challenging for 
businesses to keep up with the sudden changes in technology.

6.3.3 � Technological Innovation for the Economy

Technological innovation can act as a critical element in the economic growth 
of any nation. It can be said that innovation is the engine that helps a nation’s 
economic progress, and welfare is an instrument that can be used to solve the 
current and upcoming global challenges that are impacting the environment 
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and health areas [47]. Rosenberg [48] discussed the two fundamental ways of 
increasing an economy’s output; first, either increase the number of inputs 
going into the production process, or, second, think differently to get a more 
significant number of results with the same number of inputs.

Many different studies have shown that using innovative activities 
widely in technology has achieved increased growth rates [49] in profits as 
compared to other businesses, which has had a direct impact on employ-
ment regardless of the size or other characteristics of the industry. However, 
if innovation is considered as a significant element in production growth, 
ironically, it adds concerns about the effects of technological innovation on 
employment.

With the increase in technological innovation, the quality and variety 
of products have increased many-​fold. Thus, increasing the demand for 
products in new markets, might give rise to increased income and employ-
ment. However, there are always some short-​term interruptions with 
innovation, which might include unsettling some old business models and 
creating unemployment [50, 51]. For example, if we talk about the economy 
of Germany, the challenge faced by Germany was in the reduction of labor 
productivity growth [52]. A study confirmed that the growth rate of labor 
productivity was declining in Germany; it was seen that labor productivity 
growth was five times slower in 2013 as compared to the growth rate in 
1992. The reason for this was that in 2013 there was rapid involvement of 
technological innovations, resulting in technology taking the place of human 
labor [53].

6.3.4 � Distributed Ledger Mechanism

A distributed ledger is similar to a database that can be shared, replicated and 
synchronised with the users of a decentralized network [54]. A distributed 
ledger contains the records of different types of transactions and is shared 
with all the network participants.

A distributed ledger technology was developed in 1992 to create a multi-​
user system that operates under an environment without any central 
authority [55]. This means the users connected in the network share the same 
ledger maintained in that network. Since there is no central operator in the 
distributed ledger technology, any updates or additions of new information 
that take place are done in all the shared ledgers of the users.

There are many applications that use distributed ledger mechanism. The 
use of a distributed ledger mechanism in any system provides many benefits 
to the system. The first and essential benefit is decentralization; with this fea-
ture, any network can work without controlling a single authority. All the 
nodes present on the decentralized network have control over the web. The 
decentralized part is also beneficial compared to a centralized network in 
terms of single authority node failure.
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The second benefit of the distributed ledger mechanism is confidence 
and trust; with the blockchain [56] (a form of DLT) greatly helping to create 
trust between the users of the network. Since all the network users share the 
updates or additions of new information by any user on the web, the know-
ledge of any user is visible to all other users. All the users trust other users of 
the network that their information will not go outside the network. Thus, a 
high level of confidence and trust among the users is maintained.

Another benefit that the distributed ledger provides is security of the 
network and data. With blockchain technology, the data can be stored and 
processed among various users of the web. With distributed ledger tech-
nology, it becomes almost impossible to hack into the network or decode 
the data.

6.3.5 � Technological Innovation through a Distributed Ledger

When combined with a business model, technology will benefit not only the 
business firm but also the economic growth of the nation. The relationship 
between technology and business has been the topic of debate for a long 
time. The distributed ledger technology is one of the latest technologies in 
upcoming digital technologies that could benefit many different sectors, 
including the business sector, supply chain, healthcare, real estate, etc. Thus, 
the distributed ledger cannot only be integrated with the relevant business 
but also other sectors.

The distributed ledger mechanism became popular with one of its cru-
cial applications, i.e. Bitcoin. The concept of Bitcoin came to light in 2008 
when Satoshi Nakamoto gave the idea of a cryptocurrency developed under 
blockchain technology [57], a type of distributed ledger technology. The 
invention of blockchain technology in the cryptocurrency world was seen as 
a new kind of technological innovation through the distributed ledger mech-
anism. Since then, many other cryptocurrencies have come into the market. 
Many organizations, including banking and finance, healthcare and real 
estate, are shifting their firms from a traditional database to a more secure, 
trustable, decentralized and distributed database. This type of technological 
innovation has made many industries and organizations believe that this 
technology will increase productivity within the given time period.

Today, we are living in an era of digital currency, or paperless currency. 
Earlier all payments made from a buyer to a seller were in the form of cur-
rency notes. However, now buyers prefer payment through digital currency, 
either through a debit card or credit card or the latest payment mode, through 
a mobile phone. However, all these methods of payment have one thing in 
common, i.e., a bank. So, all the costs do not go directly from the buyer to 
the seller, but will pass through a bank. What if we have a technology with 
which a digital payment goes directly to the seller? Well, the answer that 
the technological innovation through the distributed ledger mechanism has 
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made this possible. The distributed ledger mechanism uses smart contracts 
by which payments-​related transactions can be made between two users of 
the network.

The smart contract has replaced the formal written agreement made 
between two parties. A smart contract is self-​executable program codes that 
are executed based on some preconditions in the program. The basic struc-
ture of a smart contract could be an if–​then function, i.e., if a particular condi-
tion is met, then the transaction is completed between two parties. The smart 
contract could be helpful in medical situations where, if a patient is admitted 
to a hospital in the program, the initial payments could be made to the hos-
pital through smart contracts; thus, a patient can be freed from a lengthy pro-
cess of admission and billing.

The technological innovations for a smart contract and distributed ledger 
go together. However, distributed ledger technology provides the platform 
on which a smart contract works; due to this, the concept of the smart con-
tract came into existence [58]. The main challenge with the smart contract is 
the coding involved while creating a smart contract. The smart contract is 
generally written in a more advanced language, such as solidity.

In discussing the technological innovation through the distributed ledger 
mechanism, the major invention was cryptocurrency. Cryptocurrency is 
a virtual currency based upon cryptographic algorithms. It is one of the 
most significant innovations that came through the distributed mechanism. 
There have been multiple cryptocurrencies invented in recent years, such 
as Bitcoin, Ethereum, Ripple, Litecoin and many more. The most famous of 
all these was Bitcoin, developed in 2009. The basic principle of the creation 
of cryptocurrency is that a single user or any node must not accelerate or 
misuse the production of the cryptocurrency, and only a certain amount of 
cryptocurrency can be generated through a cryptocurrency system [59]. This 
process of developing the cryptocurrency is known as mining, and users who 
mine the cryptocurrency are called miners. Thus, mining the cryptocurrency 
is based on blockchain technology, with the miners joining the blockchain net-
work to mine the cryptocurrencies. Blockchain technology is another techno-
logical innovation through the distributed ledger mechanism. Blockchain 
technology is a new technology being developed under distributed ledger 
technology to bring about new ways to provide a high level of security, 
immutability and increased efficiency of the system. Blockchain technology 
started with the invention of cryptocurrency, but the technology has grown 
greatly and is now being used in many different sectors, thereby increasing 
economic growth. The innovation of blockchain technology has allowed 
many industries to fast-​pace their work and associations with suppliers and 
buyers. Blockchain technology works on a P2P platform, thereby connecting 
every user on a single platform, making it easier for the user to track and 
connect with other users and make payments on the same blockchain net-
work, eliminating the need for a third party.

 

 

 



Convergence of Blockchain, AI and IoT136

136

The technological innovation through distributed ledger has given many 
opportunities to users, both directly and indirectly. There might be some 
more technological innovations coming shortly through the distributed 
ledger. However, there have been some innovations seen recently with the 
merger of broadcast technology and other technologies like AI or the IoT. The 
union of these big technologies with the distributed ledger might bring about 
a revolution in the world of technology.

6.4 � Secure Digital Currency Mechanism Using Bitcoin

In today’s world of technology, where almost everything is computer-​ or 
Internet-​based, one can think of payments being done through a computer 
and the Internet. The payment made can be in the form of digital currency, vir-
tual currency or cryptocurrencies. A digital currency can also be referred to as 
electronic currency, or digital money which means cash in digital form, not as 
physical currency notes or coins. A virtual currency is a more unregulated cur-
rency that is created and issued to and by specific members of a virtual network, 
whereas a cryptocurrency is another form of digital currency which is more 
cryptographic based to make money more secure, making it impossible to break 
[60]. Thus, when a payment is received or made by an individual, he or she can 
only see the digits increasing or decreasing in the account; this way of dealing 
with costs is called digital currency. There are undoubtedly many advantages to 
using digital currencies. The most significant advantage of digital currencies 
is the increase in the speed with which cash is transferred from one account 
to another, with the transfer of funds being just a click away. Therefore, fund 
transfer using digital money is fast and easy to use, making it an efficient pro-
cess. Digital currency can be transferred to any account by a computer, tablet or 
even a mobile phone that has Internet access to any store, any time, from any-
where and without multiple currency conversions.

A digital currency network is a tamper-​proof network that is immut-
able, meaning that no-​one can change the network’s content. A digital cur-
rency network is free from a third party or middle man, such as banks, for 
the transfer of payments, making this network protected from any kind of 
fraud or identity theft. Since no credit card or debit card is used to make the 
payments, there can be no credit or debit card fraud. Thus, with digital cur-
rency, there are fewer chances of hacking a centralized server, as in credit card 
companies, which would reduce the rate of fraud through cards.

Digital currency, the electronic form of physical money, was introduced in 
1960. Since then, digital currency has been transformed into a more effortless 
way to use and quickly transfer currency. The road map of digital money is 
shown in the table below [61].
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1960 In 1960, through the joint effort of IBM and American Airlines, 
SABRE (Semi-​Automated Business Research Environment) was 
created wherein physical money was transformed into virtual 
credits using the official telephone line.

1970s With the arrival of mainframe computer systems, banks started 
to track funds from one bank to another. This was the era when 
electronic money came into existence.

1980s With the introduction of Minitel systems in France, it became 
easier for customers to pay from home when buying products. 
Banks like Citibank, Chase, Manhattan, Chemical bank and 
Manufacturers Hannover offered customers online banking using 
dial-​up connections.

1990s In this era, the digital currency Digi Cash was invented by David 
Chaum. This type of digital currency allowed the anonymous 
transfer of funds. However, few companies and individual were 
interested in this type of digital currency.

1998 The innovation reached in the era was where electronic money 
transfer was done through the email addresses of the user with 
PayPal.

2008 This era was the best of all the eras, with the innovation of  
digital currency reaching its best phase. Researcher Satoshi 
Nakamoto in 2008 produced a white paper in which he  
discussed the digital currency called Bitcoin. The currency 
was known as cryptocurrency and is somewhat different from 
digital currency as cryptocurrency is based on a cryptographic 
algorithm.

6.4.1 � What Is Cryptocurrency

A cryptocurrency is a form of digital currency invented in 2008. 
Cryptocurrencies are slightly different from digital currency as 
cryptocurrencies are more secure and reliable than simple digital currency. 
Cryptocurrency was developed under the regulation and environment 
of cryptography, and cryptographic hash functions more specifically. The 
cryptographic hash function is a mathematical function. It has three main 
attributes: the cryptographic hash function can take any string as input and 
produces a fixed length of output (256 bits for SHA256), and also the hash 
function should be efficiently computable, meaning that for any size of input, 
it can produce the work in a reasonable amount of time. To use a crypto-
graphic hash function, the hash function needs to be very secure. Therefore, 
a question arises as to why cryptocurrency is needed. The answer is to avoid 
the double spending problem.
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6.4.2 � Double Spending Problem

Double spending involves a cash scheme in which the same single digital 
token is spent twice or more. This is possible as the digital token consists of a 
digital file that can be duplicated or falsified. As with counterfeit money, such 
double-​spending creates inflation by creating a new amount of currency that 
has not existed before that time during the duplication and falsification of 
the digital file. This process devalues the currency relative to other monitory 
units. The fundamental cryptographic technique prevents double-​spending 
problem while preserving anonymity of transactioner’s blind signature, par-
ticularly during offline system secret splitting. The prevention of double 
spending has taken general forms of centralized and decentralized. This is 
usually implemented using an online centralized trusted third party to verify 
if a token has been spent. This usually represents a single point of failure from 
both the availability and trust viewpoint. By 2007, several distributed systems 
for double-​spend prevention had been proposed. Then, in early 2009, with 
the arrival of cryptocurrency Bitcoin, a solution was implemented. Bitcoin 
uses proof-​of-​work to avoid the need for a trusted third party to timestamp 
the transactions. All these timestamps are recorded in the public ledger called 
the blockchain, thereby avoiding double spending.

6.4.3 � Bitcoin

Before going into detail of understanding what Bitcoin is, we need to under-
stand what the need for Bitcoin is. First, we need to talk about money. So, 
what is money exactly? At its core, money represents value. If a person does 
some work, he will receive money in return; then this money can be used 
to pay for something from someone else in the future. Throughout history, 
value has taken many forms, and people have used many different materials 
to represent money. However, for any other materials in place of money, 
people need to trust the material. It should be valuable and remain valu-
able long enough to redeem its value in the future. Since it was challen-
ging to carry valuables all the time, paper money was invented, and banks 
and government hold this paper money. Therefore, spending paper money 
was much easier rather than using valuable items. Now that paper money 
is in use, the value of today’s money comes from a legal status given to it 
by a central authority such as the government. Thus, the trust model has 
changed from trusting something to trusting someone (government). There 
are two issues with paper money; one is that it is centralized (there is a cen-
tral authority that controls and issues it like a government or bank) and 
second, it is not limited in quantity, which means the government or central 
authority can print money as much as they want whenever needed, which 
may inflate the money supply in the market and, as a consequence, the value 
of money drops.
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For this reason, a move to digital money was needed. The move to digital 
money was pretty simple. Since the central authority issues money, why not 
make money digital and that authority could keep track of who owns what. 
Today, people mostly use credit cards, debit cards, PayPal and other forms of 
digital money, which reduces the amount of physical cash to an almost neg-
ligible level.

If a person has a file representing a dollar, then multiple copies can be made 
for this file generating millions of dollars, which is one form of the double 
spending problem. The solution that banks use today is a centralized solu-
tion. A ledger is kept on a computer, which keeps track of who owns what. 
Every user has an account, and every ledger has a tally for each account. 
Thus, the user trusts the bank and the bank trusts the computer, so the solu-
tion is centralized in the ledger in the computer. However, the invention 
of Bitcoin in 2009 provided another way of solving the double spending 
problem by forming a decentralized network. The Bitcoin was a transparent 
ledger without a central authority, whereas for a bank, the ledger is not 
transparent and is centralized. Thus, in a Bitcoin ledger, any user can look 
into the ledger and view the balance and transactions taking place in the 
ledger. However, it is impossible to check who is doing the marketing and the 
owner of the balance in the ledger. This means that Bitcoin is user anonymous. 
Everything in the ledger is open and trackable, but it is not possible to track 
who is sending what to whom. Since Bitcoin is a decentralized system, there 
is no single authority of the network. Each computer that participates in the 
network shares a copy of the ledger, also known as the blockchain.

Unlike a physical currency, a bitcoin is a digital currency, meaning there are 
no physical coins available, only rows of transactions and balances. When a 
person owns a Bitcoin, that means that the person holds the right to access 
a specific Bitcoin address record in the ledger and can send funds from this 
record to a different address. Thus, Bitcoin is the new Internet of money that 
is offers a decentralized solution to money. There are many advantages to 
Bitcoin over the current system. First, Bitcoin gives the user complete control 
over their money. Only users have the authority to access the currency, which 
means no government or central authority has permission to block the user’s 
account.

Second, Bitcoin also removes the middlemen from transferring the money. 
This means that Bitcoin is much cheaper than physical money for the process 
of money orders.

Third, unlike paper currency, bitcoin was designed to be digital by nature, 
meaning that an additional layer of programming can be added on top of it, 
which could turn it into smart money, also known as smart contracts.

Finally, Bitcoin opens up digital commerce to about 2.5 billion people who 
do not have access to the current banking system. These people are unbanked 
or underbanked, maybe because of the place they live in. However, with a 
smartphone and Internet connection, these people can also trade in Bitcoin 
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without any permission needed from any authority as some Bitcoin networks 
are open to anyone (these networks are known as the public blockchain net-
work). Several merchants accept Bitcoin as a digital currency, including 
Microsoft, Expedia and Wikipedia.

6.4.4 � Bitcoin Mining

Bitcoin was created as a decentralized alternative to the banking system. 
This means that the system can transfer funds from one account to another 
without any central authority. The central authority transferring funds is 
relatively easy, just information to the bank to transfer the amount from one 
account to another. In this case, the bank has the authority to do this as only 
the bank has the ledger, which holds the balances to update the version for 
everyone in the system. Thus, a decentralized system was invented where 
the sender can directly transfer the funds to the receiver without any bank 
or central authority intervention. The rules applied in the Bitcoin system 
protocol solve this issue in a very creative and efficient manner. Anyone can 
participate in Bitcoin’s mining process as the process is open to anyone in the 
network or wishing to join the network. To mine a Bitcoin, the user has to 
predict a random number. The computer system makes this prediction of the 
random number. The more fast and powerful the system, the faster are the  
guesses of this random number per second; if the user manages to guess  
the correct random number, they earn a Bitcoin and get on the next page of 
the Bitcoin transaction on the blockchain.

Let’s now discuss the mining process in a bit more detail. Once your mining 
computer comes up with the right guess, the mining program determines 
which of the current pending transactions will be grouped into the next block 
of transactions. The block created and the solution for finding the correct 
random number are sent to the whole of the blockchain network so that 
other computers present on the web can validate the new transaction. Each 
computer on the network that validates the solution updates its copy of the 
Bitcoin transaction ledger present locally on the computers with the trade 
that has been chosen to be included in the next block.

Since mining is based on guessing for each block, any miner can guess 
the correct number and get access to update the blockchain. It is a fact that a 
miner having greater computing power will succeed more often. However, 
due to the law of statistical probability, it is doubtful that every miner will go 
to do the same job again and again. Also, when this stage is completed, the 
system generates a fixed number of Bitcoins. The user receives the reward 
as compensation for the time and energy spent in solving the mathemat-
ical problem. In addition to this, the user also gets paid any transaction fees 
attached to the transactions inserted into the block. Thus, this process helps 
in mining new Bitcoins from the system created.
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Satoshi Nakamoto who invented the Bitcoin has applied some rules for  
mining in such a way that the greater the mining power of the network, the  
more difficult it is to guess the solution to the problem for mining.

Therefore, the difficulty of the mining process is self-​adjusting to accumu-
late the mining power that the network possesses. If more miners join the 
network, the difficulty level of the problem also increases and it becomes 
more challenging to solve the problem (see Figure 6.13). If some of the miners 
leave the grid the difficulty level decreases, making it easier for them to solve 
it. This is known as mining difficulty. Thus, the motive of Satoshi Nakamoto 
was to create a steady flow of new Bitcoins to the system, which could also 
keep inflation in check. The mining difficulty is set so that only 10 new blocks 
(average) are added each minute.

When mining Bitcoins started in 2009 there were not many miners ess 
and mining a Bitcoin was straightforward with a simple computer having 
an average speed and power since the mining difficulty was very low. 
However, as Bitcoin started to gain more users, people started looking for 
more powerful mining solutions and moved on to GPU mining. A GPU or 
graphics processing unit is a unique component added to computers to carry 
out more complex calculations. GPU is designed for the gamers to run com-
puter games with intense graphics requirements. Because of GPU’s archi-
tecture, these devices have become popular in cryptography, and, in 2011, 
users started using GPU for mining Bitcoins. It should be noted that the 
mining power of 1 GPU =​ 30 CPU. Another revolution in mining came after 
GPU with FPGA (field programmable gate array) mining. FPGA is a piece 
of computer hardware that can be connected to a computer to run a set of 
calculations. FPGA is similar to GPU, but three to 100 times faster. The disad-
vantage with FPGA is that they are harder to configure. This is the reason it is 
not as successful as GPU in the mining process.

Finally, in 2013, a new set of miners came into existence, “ASIC Miners.” 
ASIC stands for application-​specific integrated circuits. These pieces of hard-
ware were explicitly created for mining Bitcoin. In contrast to to CPU, GPU 
and FPGA, ASIC could not be used for any other purpose. The functions 
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of ASIC were hardcoded into the machines, and thus ASIC miners are the 
current standard for mining.

6.4.5 � Mining Pools

When a user enters into the Bitcoin generation process, the user is up against 
heavy competition. Even if the user has the best possible miners, the user 
might have a disadvantage compared to professional Bitcoin mining farms. 
That is where the Bitcoin mining poll came into existence. A mining pool is 
nothing but a collection of miners grouped together, where they combine their 
mining powers to compete faster and more efficiently. If the pool manages 
to win the competition, the reward is spread out among all pool miners 
depending upon how much mining power the individual has contributed. In 
this way, even small miners can join the mining game and generate Bitcoin. 
However, small miners sometimes need to pay a small fee for rendering their 
services. Today, over a dozen large pools compete for the chance to mine 
Bitcoin and update their ledgers.

6.4.6 � Blockchain Process

A blockchain process is based on the consensus mechanism for a transaction 
to be verified and valid (see Figure 6.14). A blockchain network consists  
of various nodes connected in a distributed and decentralized fashion. Any  
node that needs to perform a transaction has to write the transaction in a  
block. A block can be thought of as a container-​like data structure that can  
consist of about 500 transactions on average; however, the size of a block can  
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FIGURE 6.14
Blockchain process.

 

 

 

 



Future Enhancements and Application of the IoT, AI and Blockchain 143

143

be up to 1 MB [62]. The node performs a transaction in a block and this is sent  
to other nodes connected in a distributed network. Since the blockchain net-
work is decentralized, the block of marketing is created by the node; hence  
the block is broadcast to all the nodes present in the network. The blockchain  
network is a consensus-​based network, meaning all the nodes present have to  
agree on the  transaction made based on a consensus algorithm. A consensus  
algorithm is a process by which multiple nodes present in a distributed net-
work agreed upon a decision [63]. The consensus algorithm provides reli-
ability to a distributed network. There are many consensus algorithms; some  
include Proof of Work, Proof of stake, Byzantine Fault Tolerance and many others.  
Thus, a block created is added to the blocks already present in the blockchain  
once it is verified and validated by all the nodes present in the network, as  
shown in the figure. The newly added block will always refer to the previous  
block in the chain, which will make the chain more secure. Once the block is  
added to the chain of blocks, the receiver node can update the ledger with  
the new information.

6.4.7 � Consensus Algorithms

So far, we have described what a blockchain is; It is a distributed ledger. 
Consider a situation where we have five mining nodes, all the nodes will 
have a copy of the blockchain, and all the documents will be of the same 
state, which means all the nodes will have exact copies. Now this network 
receives a new block after making some transactions. This new block needs 
to be added to the blockchain. But then, which mining node will add this 
block into the blockchain? The last node must add the latest block into the 
blockchain, but the problem here is if the latest node in the blockchain is a 
malicious node [64]. Here the question is how the decision is made to add a 
new node. Therefore, all the nodes agree upon a decision whether to add the 
new block into the blockchain or not. The process by which a group of nodes 
makes some decision and all the individual nodes agree upon and support 
the conclusion gives the best solution, whcich is known as the consensus pro-
cess [65]. Multiple algorithms come under this consensus process called con-
sensus algorithms.

6.4.8 � Types of Consensus Algorithms

There are many consensus algorithms that are roughly divided into two cat-
egories: proof-​based and BFT-​based.

In a proof-​based consensus mechanism, the network leader is selected ran-
domly out of many other nodes and suggests the final value. This type of 
consensus algorithms is also termed a permissionless algorithm [66]. Proof of 
work was one such mechanism useful in mining the Bitcoin and Ethereum 
cryptocurrencies. Proof-​based algorithms consist of proof of work, proof of 
stake and delegated proof of stake.
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In the BFT-​based version (Byzantine fault tolerance), the network leader 
is elected through multiple rounds of voting between the nodes of the net-
work [67]. This type of consensus mechanism is also known as a consortium 
or permissioned consensus mechanism.

6.4.9 � Proof of Work

The basic idea behind this was first introduced in 1993 to combat spam emails, 
and was formally called the proof of work [68] in 1997. However, the tech-
nique went largely unused until Satoshi Nakamoto created Bitcoin in 2009. 
He realized that this mechanism could be used to reach consensus between 
many nodes on a network, and he used it to secure the Bitcoin blockchain. 
The proof of work algorithm works by having all nodes solve a cryptographic 
puzzle [69].

A proof of work protocol is a vehicle by which someone can effectively 
prove that they have engaged in a significant amount of computational 
effort. Proof of work protocols often amount to puzzles, and these puzzles 
can be very challenging to solve, which means these puzzles require severe 
computational effort, and there are no short cuts for this [70]. On the other 
hand, that effort can be easily verified in significantly less time than it took 
to conduct in the first place. There are many numbers of applications that 
use POW, and Bitcoin is one of them. In any timestamp network, the proof 
of work can be implemented by incrementing the values of the nonce [71]. 
A nonce is a field in the block, usually an arbitrary or random number, 
used in cryptography as protection against a reply attack. The value of 
the nonce should be unique for each block and can be used only once. The 
value of nonce is appended to the end of whatever is intended to hash. 
Thus, if somebody tries to reuse the same notes, it will lead to failure as 
each letter must be unique. Each time the user tries to attempt modification 
and the user has used that node, then blockchain will get distrubed. When 
mining a Bitcoin using proof of work, it will ask to answer the puzzle and 
the letters.

The proof of work can also help determine representation in the majority of 
decision-​making. But if the majority is based on one-​IP-​address one vote, then 
it is possible that anyone could disrupt this and allocate many IP addresses. 
Here comes the idea behind proof of work, where the majority is based on 
one CPU one vote. In this, the decision taken by the majority is based on the 
representation of the longest chain where the highest proof of work effort is 
devoted.

The biggest problem with the proof of work is the amount of electricity 
used and the amount of energy wasted, which is terrible for the environment. 
It encourages the use of mining pools which makes the blockchain more 
centralized as opposed to decentralized. According to Digiconomist, Bitcoin 
miners alone uses about 54 TWh of electricity, enough to power 5 million 
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households in the USA or even to supply all of New Zealand. For the PoW, 
a computer needs to have a lot of processing power for which additional 
peripherals are also necessary, which incurs extra cost. With the mining 
process of PoW, the mining would get more complicated when the amount 
of Bitcoin decreases or it is less available. Therefore, some miners decided 
to mine another digital currency known as Ethereum, which uses pProof 
of stake.

6.4.10 � Proof of Stake

Bitcoin uses an enormous amount of energy to secure its network, and mining 
new coins needs a lot of computing power because of the proof of work 
algorithm. Therefore, there have to be some other alternatives other than 
cryptocurrency. In 2011, a Bitcointalk forum user called QantumMechanic 
proposed a technique called “proof of stake.” The basic idea behind proof 
of stake was that competing against one another with mining is wasteful. 
Instead of this, the proof of stake uses an election process in which only one 
node is randomly chosen to validate the next block. Unlike proof of work, 
there are no miners in proof of stake; instead, they are called validators, and it 
does not let people mine a new block but instead they “mint” or “forge” new 
block and the process is called minting or forging.

To become a validator, one node has to deposit several coins in the network 
as a stake, something like a security deposit. The size of the stakes determines 
the chances of a validator being chosen to forge the next block. Although this 
might not look fair because electing a validator favors the rich, in reality, it 
is more appropriate as compared to proof of work. With proof of work, the 
affluent users can enjoy the benefits and power of economics at scale. The 
price the user pays for mining equipment and the electricity does not go up 
linearly; instead, the more they buy, the better their prices. However, in proof 
of stake, if the node is chosen to validate the next block, the user will check 
if all the transactions are valid. If everything checks out, the node signs off 
on the block and adds it to the blockchain, and as a reward, the node will 
receive the fees associated with each transaction. But now the question arises 
as to how the validators can be trusted on the network. That’s where the role 
stakes come in; the validators will lose a part of their stake if they approve 
any fraudulent transaction; as long as the stakes of the validator are higher 
than what the validators get from the transaction fees, it would prove that 
the validators are correctly doing their job, and if not they will lose more 
money compared to what they gain. This is a financial motivator and holds 
up as long as the stakes are higher than the sum of all transaction fees. If any 
node stops being a validator, his stake and all the transaction fees that he has 
received will be released after a certain period after discovering that some of 
the blocks were fraudulent.
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6.4.11 � Difference between Proof of Work (PoW) 
and Proof of Stake (PoS)

Proof of stake does not let everyone mine for new blocks and, therefore, uses 
considerably less energy and is more decentralized. In proof of work, there 
is something called mining pools, where the users team up to increase their 
chances of mining a new block and thus collecting the rewards. However, 
these pools can control a large portion of the Bitcoin blockchain. They cen-
tralize the mining process, which is quite dangerous. If, let says three to four 
mining pools merge, they would have the majority stake in the network and 
the possibility that they could start approving fraudulent transactions. This 
type of problem is known as a 51% attack.

Another most important advantage is that setting up a node for a proof of 
stake-​based blockchain is much less expensive as compared to for a proof of 
work-​based one. There is absolutely no need for expensive mining equipment. 
Thus, proof of stake encourages more users to set up a node and make the 
network more decentralized and secure. However, even proof of stake isn’t 
perfect and has some flaws. For example, if a user buys a majority of the 
stake in a network, that user can effectively control the web and approve fake 
transactions (51% attack).

Proof of stake also has to be very careful when selecting the following 
validators. This cannot be random because the size of the stake has to be 
factored in. Still, at the same time, the stake alone isn’t enough because that 
will favor more affluent users, who will be chosen more frequently and will 
collect more transactions fees and, in turn, become more affluent, which again 
increases the chance of them being selected as a validator even more often.

Another potential problem is when the network chooses the next validator, 
but the user does not come up for this job; it then selects a large number of 
backup validators as a fallback.

Peercoin, Lisk and Nxt are some of the coins that use the proof of stake 
algorithm as a mining algorithm. Ethereum, for example, is working on 
implementing a proof of stake system called Casper. It is currently deployed 
on the Ethereum test net and is actively being developed.

6.4.12 � Delegated Proof of Stake

Delegated proof of stake (DPoS) is another consensus algorithm used in 
blockchain-​based networks to determine the validator of each block and after 
a consensus decision is made on what data should be added to the chain.

The DPoS was invented in 2013 by Dan Larimer while solving issues 
related to Bitcoin’s proof of work. Initially, the DPoS was created to power the 
cryptocurrency BitShare. DPoS is delegated through the stake in a new con-
sensus algorithm that allows the shareholders of the system to have control 
over who is certifying the ledger. This will enable the user to have 10 seconds 
block time to process transactions at 10 seconds per transaction or more and 
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allow the network to scale to have dedicated nodes that are highly efficient 
specialized yet remain in the control of the shareholders. Therefore, we can 
have the 10-​second confirmation on the block, which is securer than Bitcoin. 
Also, the delegated proof of stake user appoints someone else to secure the 
network on their behalf, and these would be the delegates. There are 101 
delegates, who take turns to randomly produce blocks, say every 10 seconds.

The most significant disadvantage with both the proof of work and proof 
of stake is that they are both vulnerable to 51% attack and 51% shareholder 
attack, respectively. However, there is nothing that can avoid the 51% attack 
since it is part of the inherent nature of a consensus algorithm. The cost 
incurred in proof of work is however much higher than in any other system 
for acquiring a 51% attack.

The DPoS is much faster than any other system because DPoS uses a deter-
ministic manner of producing blocks that don’t have to rely on random 
chance. The delegates are well-​proven nodes that the shareholder knows 
and they have dedicated high reliability to make a block every 10 seconds 
but with no variability, unlike other systems. Due to the way the system 
works, the user has complete confirmation of almost zero likelihood of any 
blockchain faults in just 10 seconds. Therefore, DPoS is fast and secure, and 
less centralized.

6.4.13 � Byzantine Fault Tolerance (BLT)

The BFT consensus algorithm is based on a prevalent problem known as the 
Byzantine gGeneral problem. The Byzantine general problem is a question of 
consensus. Mountains and other barriers surrounded the generals; these gen-
erals can communicate only by sending messengers. In addition to this, they 
had not decided before whether to attack the city or to give up and retreat. 
Now, only after observing the enemy, do they agree on a joint plan of action. 
Only an attack launched by all generals at once can successfully conquer the 
city. Having gone this far, they send the messenger with their votes on how 
to proceed. However, the problem is that some of the generals may have been 
bribed. In exchange for their betrayal, they will earn themselves a small for-
tune from the city. These traitor generals will provide incorrect information 
to their peers to foil the attack and prevent consensus. Also, their messengers 
could get lost or corrupt their messages. The question here arises as to how 
peace can then be achieved. Again, there is no solution in the presence of 
one-​third or a higher percentage of potential traitor generals. These traitor 
generals are known as the Byzantine nodes, and they may act maliciously or 
arbitrarily.

Practical Byzantine Fault Tolerance, released in 1993 by Miguel Castro 
and Barbara Liskov, gives an algorithm to allow nodes to reach a consensus 
with no more than one-​third Byzantine nodes. This paper has inspired many 
iterations of Byzantine fault tolerance algorithms, especially as research into 
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the blockchain consensus algorithm. Let’s now see the various types of faults 
within distributed systems. There are mainly two types of responsibility pos-
sible. The first type of fault is a fail-​stop fault. During a fail-​stop mark, the 
node can crash or not return values. Recall that a node functionally includes 
sending, receiving, storing and processing information. Early research into 
distributed consensus first aimed to solve these kinds of problems. This kind 
of failure may be temporary or indefinite, but it will always be more easy 
to handle than the second type of fault. A Byzantine fault, referring to the 
Byzantine generals problem, is a fault that refers to any arbitrary deviance 
from the protocol. This means not only that the nodes might stop replying or 
receiving information, but they may also send corrupted and false informa-
tion. The Byzantine faults are a superset of fail-​stop defects. The behavior of 
most attackers, such as the bribed generals trying to hinder consensus, falls 
under this kind of fault. This type of fault is one that all public blockchains 
must protect against since the participants in the blockchain network are 
unknown and unpredictable.
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7
Revolution of the Digital World 
by Strategic Technology Trends

The digital revolution arrived with the advancement of technology from 
analogue electronics devices to mechanical devices. The process that was 
started in the 1980s today has reached the most advanced digital technolo-
gies and is still on-​going. The revolution started over 30 years ago, and was 
also called the digital process, and was marked as the starting phase of the 
information era. The first digital revolution started in early 1947 when the 
transistor was invented for data transfer devices [1]; since then, the digital 
process has advanced greatly in many different sectors. The digital revo-
lution has played an essential role in the economic growth of all countries. 
Over the past decade, the digital process has increased its pace with new 
technologies coming in; therefore organizations have had to adopt these 
new technologies to increase their production, customer satisfaction, and 
most importantly, automated the process of incoming and outgoing items, 
this is a payment or manufacturing of products. The technologies like arti-
ficial intelligence, the Internet of Things, and blockchain have received a 
positive response from society. Many organizations, industries and other 
sectors have obtained benefits from these new technologies. Since data are 
very valuable today, these technologies have helped many organizations 
gather valuable data, analyze the data, and provide privacy and security. 
With the digital revolution, not only the data but also the currency we 
use have moved to a digital platform [2]. Cryptocurrency is one type of 
digital currency generated and used for payments [3]. With the invention 
of cryptocurrency, the user is not dependent on a central authority for cur-
rency generation. The user can generate any cryptocurrency and use this 
form of digital currency to buy and sell any product or make payments to 
an individual.

There are many use cases available for technologies like artificial intelli-
gence, the Internet of Things, and blockchain. These use claims either are 
already implemented and provide benefits to society or are in the process of 
implementation. Hence, the digital revolution makes devices intelligent and 
offers good security and privacy for the users of these devices [4].
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7.1 � Use of Case Studies and Technical Hurdles in AI, 
the IoT and Blockchain for a New Revolution

7.1.1 � Artificial Intelligence in Agriculture

Agriculture has always been a primary source of income in many coun-
tries, and all farmer wants to cultivate the best crop so they can obtain the 
best price. Farmers are engaged in multiple technologies. There is a consid-
erable gap in the technology, and there can be a massive loss of food just 
because of a simple mistake. Complex situations constantly challenge the 
farmers, who need to take diligent care of their crops. These devices are  
described as sensing, as they need to know what is happening and  
the real needs of the crops. So, where does artificial intelligence fit in with 
agriculture?

AI can provide some benefits, especially in the thinking process, or we 
could also say that AI is a digital thinking friend.
The data processing and action where data can be gathered by most recent 
technology, the processing of data is the thinking, and this is where most of 
the artificial intelligence comes into action [5]. So, what are the benefits of AI 
in agriculture? AI can be beneficial in seed breeding [6], which is the selection 
of seeds, requiring millions of genes to be identified to find the best source 
for that specific condition. This can be done by artificial intelligence on behalf 
of the farmer. Artificial intelligence could also be beneficial in checking the 
fertility of the soil [7]. Many companies are providing services and products 
based on artificial intelligence.

There are some challenges associated with artificial intelligence which slow 
down the processes [8]:

1.	 The availability of the data, if there is no data input, there will be no 
data output and hence no artificial intelligence.

2.	 The data quality because if the gathered data are pure junk, then the 
creation received would also be pure junk in digital terms.

3.	 The policies and regulation associated with the devices based on arti-
ficial intelligence.

7.1.2 � Artificial Intelligence in Healthcare

This age of technology knows no bounds. At one time AI was thought to be 
a futuristic threat to humankind. AI is now changing and saving lives, and is 
not intended to replace clinicians or clinical judgment. AI serves the purpose 
of enhancing and complementing the very human interaction between a pro-
vider and patient [9]. In healthcare, AI is a game changer with its applications, 
decision support image analysis, and patient triage to reduce the variations 
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and duplicate testing. Decision support systems can quickly decipher a large 
amount of data within an electronic medical record [10]. AI technology is 
also taking the uncertainty out of viewing patient scans by highlighting the 
problem areas on the images, aiding in the screening and diagnosis process 
[11]. AI helps with the issue of physician burnout by collecting the patient’s 
data through a mobile app, or some text messaging chat BOTS now ask 
patients a series of questions regarding their symptoms, on the basis of these 
symptoms, the BOTs carry out self-​diagnosis based on some guesswork, thus 
saving the time, money and effort of both the patient and provider [12]. With 
AI integration becoming more innovative it enables solutions to various 
issues for patients, hospitals and the healthcare industry.

7.1.3 � Artificial Intelligence in Finance and Banking

From security to customer services, artificial intelligence is changing the way 
banking is done. Artificial intelligence is a technology by which machines can 
learn from experience and perform the tasks that would previously require 
human intellect.

The use of technology has become prevalent in recently, and is most 
popular in banks. There are some finance companies that aid businesses with 
financial technology, including the technological innovation of payments and 
the automation of lending and borrowing. Banking and financial institutions 
are known for their personalized customer services, therefore everything is 
dependent on the customer service agents. These agents are responsible for 
various customer services such as phone calls, emails and websites. There 
are millions of calls per month through interactive voice response (IVR), 
distributed among agents and other operators in the present scenario. This is 
a huge task that requires significant human resources and manual work. To 
automate this traditional method of banks’ customer services, Centurysoft 
introduced its AI technology-​based customer response management. CRM 
solutions work as a smart solution for the banking sector and can handle 
thousands of instances without any human intervention with the vision of 
automating the system and cutting the cost of live agents. The CRM solutions 
will prove to be quick in achieving the desired targets. Centurysoft is the first 
company to introduce this AI-​based solution, which is a unique multilingual 
system. Centurysoft promises to deliver 100% accuracy for speech and text 
recognition services. There are some other benefits provided by Centurysoft, 
which include that the banking policies and procedures can be fed to the 
system for error-​free services for the customer. Banking-​related queries 
might also have queries related to user account information such as recent 
transactions, and these and all other questions can be handled efficiently. The 
AI solution will act as a live agent to support bank customers and solve their 
queries. The system has been developed to save time, money and the related 
resources and to provide error-​free quick responses.
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7.1.4 � Hurdles in Artificial Intelligence

Artificial intelligence is a technology that is going to impact the future of all 
countries. There are multiple use cases nowadays which are implemented 
on this technology. Still, this technology faces a number of hurdles and 
challenges that need to be resolved as soon as possible if we want the tech-
nology to reach its fullest potential [13].

1.	 Lack of Computing Power

Artificial intelligence is all about working on data and machine 
learning and deep learning, which could require a considerable 
number of calculations and computations which have to be made very 
quickly. The processing power of the system has to be higher to do 
such significant estimation and calculations. The computing power 
we have nowadays will not manage the growing volume of data pro-
cessing. Thus, the lack of computing power may slow down the com-
puting and processing of continuously growing data.

2.	 Lack of Knowledge

Over the last few years, artificial intelligence has been used in many 
companies and organization for developing new devices and the 
technology has been used in many different sectors. However, there 
are not enough people and organizations moving their businesses or 
ideas on to using artificial intelligence technology. One reason could be 
that there is a lack of people with knowledge of working on this tech-
nology and the related machines. Another possible reason could be the 
platforms and tools required to drive the AI work. Some organizations 
may be reluctant to choose and build the tools from scratch and prefer 
adopting tools and platforms from a ready-​made solution to simply 
put the data into the device and get the result, while ignoring the tech-
nical operations inside the instrument.

3.	 Trust Issues

Artificial intelligence is like a block box. Using the tools and plat-
form for this technology does not provide information about what 
is happening inside. They may not understand how the decision is 
made, making them uncomfortable with using the technology. Since 
artificial intelligence works on multilayer neural networks, a person 
with little technical knowledge will not understand the predictions 
made by the system, which sometimes makes people uncomfortable 
with the technology, and building trust is not easy.

4.	 Working on Similar Tracks

Implementing AI technology can be done either in a highly specialized 
manner or in a generalized way. A highly specialized AI can also be 
called applied AI, which is used to perform specific tasks, including 
giving a set of all the valid inputs to the system and getting the result 
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measured until a highly effective output is received. Another form is 
generalized AI, which is implemented in robots where there is a prede-
fined input to the system and predefined outputs, and the generalized 
AI doesn’t vary too much.

7.1.5 � Internet of Things (IoT)

The Internet of Things, or IoT, is influencing our lifestyle, in the form of how 
we react to our behavior. These devices vary from air conditioners that can 
be controlled with a smartphone of any user, to smart cars for providing 
the shortest routes, or a smartwatch that can be used for tracking the daily 
activity of a person. The IoT is a giant network with connected devices. These 
devices gather and share the data about how they are used and the environ-
ment in which they are operated. All this is done by the sensors embedded 
in every physical device, be it a mobile phone or an electrical appliance, bar 
code sensor, traffic lights, and almost everything that we come across in our 
day-​to-​day life. These sensors continuously emit data about the working 
state of the devices. The question may arise about how the sensors can share 
this massive amount of data and how the data can be put to good use. The 
IoT provides a common platform for all these devices to dump their data, and 
with a common language, all the devices are able to communicate with each 
other [14]. Data are emitted from various sources and sent to the IoT plat-
form for security. The IoT platform integrates the collected data from mul-
tiple sources, other analytics are performed on the collected data, and the 
valuable information is extracted as per the requirement. Finally, the result 
is shared with other devices to improve the user experience and efficiency.

7.1.6 � Healthcare Using the IoT

Healthcare is one of the most important areas of any society, with multiple 
problems being faced. Doctors find it difficult to visit rural areas and clinics 
frequently. Patients have to join long queues to obtain an appointment and 
treatment. Sometimes, for minor illnesses, there is no need for a physical 
check-​up. Also, there may be no medical history available, either with the 
patient or with the clinic. With the use of the IoT, disease management can 
be improved. When the patient is monitored continuously, real-​time health 
data are available; thus, the disease can be treated before it worsens [15]. 
The IoT could be beneficial in remote monitoring of patient health, statistics 
and diagnosis [16]. The IoT has made enabled diagnosis and medication to 
reach previously unreachable areas. Thus, the connected healthcare solutions 
and virtual infrastructures make the treatment precise and more effective. 
According to the “Alliance for Internet of Things Innovation (aioli. E.U.)” in 
its article on “Research and Innovation Priorities for IoT,” the advanced auto-
mation and analytics of the IoT allows for more effective emergency support 
services. With this the patient receives a reminder to take their prescribed 
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medicine and necessary actions to improve their health. The Internet has 
enabled the accurate collection of healthcare data, minimizing errors and 
making the medication as precise as possible.

7.1.7 � Agriculture Using the IoT

We all know that agriculture has become a gamble, with the weather, water 
scarcity, soil fertility and pesticides being the major players. The IoT will 
be very beneficial for agriculture If we consider water management, an 
adequate water supply is essential for agriculture. An excess or shortage 
of water can kill crops. The IoT will make better water management pos-
sible when coupled with sensors, data and other machinery. This could be 
done with automated water sprinkling, which operates on the crop field on 
a timely basis, based on the type of crop, type of soil and weather conditions 
[17]. Weather forecasting and other dynamic data inputs can affect crop 
productivity significantly. This ensures accurate and efficient communica-
tion to farmers of real-​time data related to agriculture, weather forecasts, 
soil quality, etc. With integrated IoT devices, pest control and management 
can prove a great help to farmers [18]. Observation, inspection, identifi-
cation, record tracking and automated spraying of pesticides at the right 
time also are possible. The devices installed with the IoT are very useful in 
collecting real-​time data and analyzing the data from every crop and their 
growth, thus making it easier for the farmer to predict the crop quality [19]. 
Other benefits of IoT in agriculture could include remote crop monitoring, 
making it easier for farmers to monitor their crops from any location and at 
any time, which could help them take the necessary action. Different crops 
require different weather conditions, and before the cultivation of any crop, 
the weather forecast could be conducive. IoT devices could play an essen-
tial role in climate monitoring for harvesting and also play a vital role in 
forecasting the weather conditions so that proper action could be taken to 
protect crops from damage [20].

7.1.8 � IoT in Smart Cities

The IoT is transforming today’s cities into the smarter cities of tomorrow. 
Some IoT systems will define the smart cities of tomorrow. With an IoT smart 
street light automation system, it will be easier for any town to save energy 
by monitoring street lighting as there would be a centralized control and 
reporting center which could obtain data from the IoT devices installed in 
the street lights, which would send data from the street lights of a particular 
area [21]. The IoT devices would be able to send fault reports and alerts if 
any street light was damaged or not working correctly. Thus, the complete 
information from all the areas in regard to maintenance work could be done 
quickly and in a single visit. IoT waste automation helps to ensure a clean 
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environment. The installed IoT devices located throughout a city would help 
in improving cleanliness at a much lower fuel cost. IoT monitoring will also 
help to detect and predict water logging in any area enabling quick remedial 
action to be taken [22]. The smart cities could also have pollution monitoring 
and ensure a pollution-​free city by monitoring the local air quality [23] and 
predicting geographical pollutants. Also, with gathering and analyzing data, 
adequate measures can be taken to curb pollution. Since the numbers of cars 
are increasing almost daily in most cities, there needs to be improved parking 
areas. The IoT could be helpful in automatic parking spot reservation, which 
would make the allocation more efficient, and space sharing could also enable 
hassle-​free parking [24]. As discussed earlier, the IoT could help predict the 
weather conditions by monitoring the weather in different areas. Through 
accurate weather prediction, the city’s citizens could plan their day more effi-
ciently [25].

7.1.9 � Challenges with the IoT

Humanity is moving toward a smart world. Products, service, methods and 
tools are all working toward technologies that will give benefits to society. 
The IoT is one such technology that is becoming increasingly popular. This 
technology is providing services to the community in tracking and analyzing 
data and resources. However, as with any new technology, there are always 
some associated challenges which may cause some organizations not to 
implement it in their business.

7.1.10 � Security

IoT technology deals in data collection, and all data collection technology 
comes with security threats; these security threats can be hazardous, whether 
from a nation or a cyber-​gang. Hackers attempt to find out and hack data 
that is sensitive and insecure. Therefore, applying security to sensitive data 
like healthcare data needs greater protection from various risks. Cloud com-
puting could be one option to store the data collected by IoT devices. Cloud 
computing could protect data to some extent, but both cloud computing and 
the IoT are not easy for new users.

7.1.11 � Integration

Integration of IoT devices with other systems is a challenge and may become 
complicated. Integration of the IoT includes IoT devices, data integration, 
back-​end systems and sometimes third-​party middleware. Therefore, imple-
mentation and integration of the IoT with another system may be extremely 
difficult. To deal with these complications, organizations have been using 
different methods to add sensors and cameras into the current technology 
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and environment [26], which could be beneficial in collecting and analyzing 
the data collected to help in analyzing the machine performance.

7.1.12 � Lack of Experience and Expertise

Employees working on IoT technology and related devices must have experi-
ence and expertise of working with these IoT devices to better integrate and 
implement devices with the system. However, the problem arises when 
organizations are unable to find a person with experience working with the 
IoT. Many employees have previous experience of working with the tech-
nology, but moving on to a new technology may require time to gain the 
relevant expertise.

7.1.13 � Blockchain: Adding Value to a Business Process

Blockchain technology has seen remarkable growth recently, with the tech-
nology being used for a various purposes in addition to cryptocurrency. The 
technology is being used in multiple sectors, including education, healthcare 
and improving the quality of business processes. For many different com-
panies, a matter of concern is the design, execution, monitoring and improve-
ment of the business process. For this, many different companies are using 
multiple systems that support the execution of the process. A business com-
pany works on mutual trust with its customers and other business partners. 
Blockchain thus provides an environment where the interorganizational pro-
cess can operate and execute in a trustworthy manner, without requiring the 
trust of a specific individual,, rather depending on the data in the blockchain. 
The blockchain network can provide end-​to-​end traceability, and real-​time 
audits can be done using timestamps and digital signatures. Transactions 
that are an essential part of a business process can use the smart contracts 
of blockchain technology where the transactions are executed transparently 
to other participants in the blockchain network. Smart contracts are a small 
piece of code or small programs on a blockchain. Smart contracts run auto-
matically whenever certain conditions are fulfilled. Thus, smart contracts 
can be used as an agreement between the blockchain network users to verify 
the transaction without the interference of a third party, and the rules once 
created cannot be changed or modified, which allows the business parties to 
work transparently.

Blockchain can benefit a business by tracing back the items or any product 
that it is trading. We know that it becomes challenging if the thing we are 
dealing with is lost or becomes untraceable. Blockchain thus comes into the 
picture as the complete information of the item with the exact date and time of 
the item being sent or received is recorded on the blockchain. There is no pos-
sibility that the data will get lost not be able to be recovered. However, every 
business needs to take precautions when investing in blockchain technology 
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[27] as it is not guaranteed that every company will benefit from a blockchain 
network in both design and process improvement, and any unorganized or 
unorderly structure that is implemented on blockchain may lead to strategic 
failures. Thus, companies must first determine which part of the business or 
which application needs to be inducted into the blockchain. Hence, from a 
business perspective the right approach at the right time may gain maximum 
benefit in a business process.

7.1.14 � Retail Chain Industry

The retail chain industry is the one of most significant nowadays. Current 
retail clients are worried about getting fair trade and actual cases that 
retailers make about their stock [28]. Social media has encouraged the 
single-​channel client to become conscious, well informed and product 
authenticated. This has caused retailers to improve the quality of the 
products they receives from the producer and so also the products they 
are selling to their customers. Furthermore, retailers stand to increase their 
operational favorable circumstances with these upgraded quality activities. 
Big e-​commerce companies, like Amazon and Flipkart, have enabled easy 
access to their customers through door-​to-​door delivery. In 2018, the United 
States generated retail sales with a net worth of $5.3 trillion. The figure is still 
growing because retailers have upgraded them to new technologies, and con-
sumers can now easily connect to retailers, be it physically or online. As the 
retail chain industry is growing so fast in this digital world, consumers are 
increasingly interested in buying products online. Sometimes the customer 
receives a wrong or fake product, thus it becomes necessary to bring the retail 
industry into a blockchain network.

7.1.15 � Blockchain in the Retail Industry

Blockchain technology simplifies the relationship with the customer, redu-
cing fraud and improving the speed of the supply chain. This technology  
enhances the rate of transactions and cash flow. Today, customers are  
provided with many choices of different products, and they demand the best  
outcome, coupled with reliability. Consumers are not satisfied with just the  
label of originality; they need a mechanism to track the product’s authenti-
city. Blockchain provides such an environment and is the solution to this  
problem in the retail chain; for example, if a customer wants to buy diamond  
jewelry, the information regarding the jewelry can be stored on a blockchain  
tag. This tag will give the complete information regarding the source of  
origin of the diamond, details of the processing, date of manufacturing, etc.,  
which provides the customer with a quality check of the diamond as the tags  
would be verified by the authorities responsible for the reviews as the data  
stored on the blockchain cannot be changed or modified as the blockchain  
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provides the feature of immutability. Once the customer is satisfied with the  
quality and authenticity of the diamond, they can pay the retailer directly  
through smart contracts. All the information regarding the customers buying  
products and the transactions are stored on the blockchain. Customers can  
also check that no one uses their data held earlier on the blockchain network  
for any illegal activity such as buying products using their identity. Hence  
the blockchain can help in building trust between the consumer and retailers  
(see Figure 7.1).

In the retail supply chain, we have described the network of retailers and 
consumers. Next, we will see how the blockchain can be applied when the 
producer and the manufacturer enter the network.

7.1.16 � Supply Chain Management

The supply chain industry is enormous and is going to grow over time. 
Supply chain management is a globally connected network of individuals; 
organizations deliver products and services starting from the raw materials 
from the supplier and giving the end product to customers. The supply 
chain involves the flow of information, products and cash. The supply chain 
involves three basic entities, a supplier, a producer or a manufacturer, and 
a customer [29] (see Figure 7.2). The basic flow between the three entities 
would be: a producer with the raw material sells it to the supplier, the sup-
plier sells it to the manufacturer, which in turn again sells it to the sup-
plier who sells the product to the retailer before reaching the customer as 
shown in Figure 7.9. Now the flow will start from the customer end as cash 
goes to the raw material producer via the supplier. All of the information 
is documented from the producer to the customer and the customer to the 
supplier. A problem with essential supply chain management is the timely 
delivery of the product. The product passes through various channels, so 
its timely delivery sometimes is an issue of concern. The central problem in 
the essential supply chain business is duplicity or counterfeit products in the 
market, whether this is a food supply chain, a pharmaceutical supply chain 
or a garment supply chain, etc. Blockchain technology can resolve the issues 
involved in the primary supply chain industry.

Simplicity

Reducing
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Faster payment Stronger
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FIGURE 7.1
Blockchain in a retail chain.
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7.1.17 � Blockchain for Supply Chain Management

Now that we have seen the problems associated with essential supply chain 
management, with blockchain technology, we can eliminate these problems of 
fake products, counterfeit medicines, maintaining the records of transactions, 
the trail from the middle man to every stage of the supply chain. These are 
some of the major problems in a supply chain.

Blockchain technology provides the necessary security in a tamper-​proof 
and transparent manner when applied to essential supply chain manage-
ment. With smart contracts, the transactions between parties can take place 
more securely and ensure privacy protection [30]. A blockchain technology 
works in a decentralized network and consists of a shared ledger. This shared 
ledger contains all the information of work done by all the parties in the net-
work and is shared with all the parties of the network.

7.1.18 � Blockchain in Food Supply Chain Management

When blockchain is applied in food supply management, it includes the  
farmer as the producer, producing the raw material and using his smart-
phone to directly put on the blockchain that the raw material is ready to be  
taken by the manufacturer, thus eliminating the need for a middleman who  
takes a commission from both the producer and manufacturer. The farmer  
can scan the code of the raw material and put it in the shared ledger of the  
blockchain, giving the complete details of the raw material, and maintaining  
transparency. The manufacturer has a system where it can send an alert to the  
farmer regarding the use of the raw material until the final product is avail-
able. The manufacturer can now make the transaction in blockchain with the  
smart contract to the raw material producer. Now the farmer has a much  

Message flow

Flow of cash

Flow of information

Producer Supplier Supplier Retailer CustomerManufacturer

FIGURE 7.2
Basic supply chain management.
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better record of the trade and knows when payment will be made for the raw  
material with some visibility in the supply chain. The manufacturer can fur-
ther take the product from the raw material and send an alert to the retailer  
or the customer directly. All the transactions to all the parties will be done  
with the smart contract. Now, when the customer receives the end product,  
they can check with the shared ledger, the producer, the manufacturer and all  
other information shared by the producer and manufacturer (see Figure 7.3).

7.1.19 � Pharmaceuticals Supply Chain

According to Rodrigo Couto de Souza [31], the counterfeit medicines business 
is worth around U.S. $200 million. The WHO estimated around 120,000 
people die in Africa every year due to fake drugs for malaria. The global 
counterfeit medicine trade is also operated by a transactional criminal net-
work that supports worldwide business and technology infrastructure, and 
there is no record of tracing these fake medicines. This problem of counterfeit 
medicine is not limited to developing countries but also developed countries. 
The actual pharmaceutical supply chain model in Figure 7.4 involves various 
entities such as distribution channel, retailer, manufacturer and customer, so 
it looks very complex in structure as there are many steps involved. For a 
manufacturing company, there is a lot of information to be recorded such as 
details of the material provider, licensing for the manufacturer, demand from 
retailers and manufacturing orders. The problem with the current pharma 
supply chain management includes the electronic interoperability system 
for tracking and tracing all drugs through the supply chain, which requires 
many parameters to be recorded, such as transaction history, transaction 
information, transaction number, etc.

Flow of amount using smart contract

Farmer Manufacturer Retailer Customer

InformationInformationInformationInformation

FIGURE 7.3
Food supply management in blockchain.
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Another problem is storing data of all the transactions and the possibility  
of losing this data in the event of a disaster. These problems create a lot of  
problems in the essential supply chain management of the pharmaceuticals  
industry. Thus, there was a need for a technology to give greater security and  
transparency to the pharmaceuticals industry.

Blockchain is one such technology that came in being about a decade ago. 
This technology is being used in various industry sectors, from agriculture 
to finance and supply chain management, and the pharmaceutical industry 
is one such part of supply chain management that is using blockchain 
technology.

Of the different types of blockchain, a permission type of blockchain would 
be most helpful in the pharmaceutical industry.

Critical elements of blockchain such as hash functions, smart contracts, the 
IoT and interoperability play an essential role when applied to any network. 
With the help of blockchain technology, each company can now maintain its 
data secured with cryptographic algorithms such as hash functions that make 
sure only the intended party can use the data. The blockchain network is a 
decentralized type of network which prevents the loss of data. Every transac-
tion made between every party involved in the medicines supply chain can 
use smart contracts as a medium for trades. A smart contract is a program 
code that executes on its own when used by network users. The smart con-
tract makes sure that the transactions made are only to the intended recipient. 
It also provides transparency between the users of the technology. This 
element of the blockchain will eliminate the requirement for the middleman, 
which was essential previously in the pharmaceutical supply chain.

The biggest problem in the primary pharmaceutical supply chain was 
counterfeit medicine being supplied to retailers. With blockchain technology, 
this problem can also be removed using another element: the Internet of 
Things (IoT). IoT devices can help track medicines from the manufacturer 
or producer to the consumer. With IoT devices in place, the manufacturer 
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and consumer will get complete information about when the medicine left 
the production unit, when it reached the consumer and through which path. 
The consumer can also track if the drug comes from a trusted pharmaceut-
ical company and is not fake. Another important application of IoT devices 
in blockchain is quality control, where IoT devices can sense the temperature 
of a medicine and drugs parcel. Sadhukhan [32] developed a start-​up named 
modum.io, which is used for monitoring the temperature and humidity of 
medicines in transit to control the quality of the drugs.

Pharma companies have been very slow in implementing blockchain tech-
nology, as implementing the technology is costly. Still, this technology will 
undoubtedly help the industry in many ways if implemented.

7.1.20 � Blockchain in the Business Travel Industry

Whenever a person thinks of traveling on a family vacation or business trip, 
which are the most frequent types of trips, they look for a travel agent or tour 
operator. A tour operator plans the complete itineraries for the traveler from 
the flight to traveling to the hotel and further traveling on-​site, including pro-
viding meals. The traveler relies on the travel operator and travel agents for 
convenience for their trip (see Figure 7.5).

When a person is going on a business trip, there is some risk involved with  
the passenger name record (PNR). The traveler has no idea how much data  
are connected with the PNR code, and lots of personal information can be  
obtained from the PNR if it falls into the wrong hands. Consider a situation  
where a traveler forgets their boarding pass for a plane; the information such  
as itinerary and identity could be taken from the information printed on the  
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boarding pass. In the worst-​case situation, a hacker can log into a frequent  
flyer’s account and get passport information and other confidential data.

Blockchain technology has come up with a lot of security and privacy 
solutions to resolve the insecurities associated with the old PNR systems. 
A blockchain network works on a series of ledgers or block, with each block 
containing different information. The digital ledgers can only be accessed 
and viewed by the parties with the unique code but they cannot modify the 
contents of the digital catalogue. This unique code would be helpful for travel 
agents and travel management companies, providing greater confidence as 
they would be able to have more control over unforeseen circumstances and 
be able to arrange different transport, convenience, privacy, payment and 
security groundworks. Blockchain technology has simplified the identifica-
tion process and increased the security level. With blockchain technology 
in use by the travel business, the travel agency/​agents can now track the 
travelers’ identity in different places and ensure data security(see Figure 7.6). 
If blockchain technology was used in the travel tourism business, travelers 
would not need to show their passport at varying stages of the journey. 
Instead, the traveler information could be stored on the blockchain network 
and transmitted automatically in advance, which would speed up the process. 
The traveler’s data could also be used by the travel agents and the respective 
travel companies using unique codes. They could gain to the access controls 
so that the traveler receives timely authentication during the whole journey.

Another implementation of blockchain technology in the travel business 
could eliminate the middleman from the network. With blockchain tech-
nology, a consumer can directly book a ticket with a hotel or an airline using 
a smart contract. A smart contract can be programmed so that the traveler’s 
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record can be seen or read automatically when the traveler enters an airport. 
The traveler’s documentation, tickets and identity can be checked in real 
time using a smart contract and traveler who need not show any documents. 
Thus, the hotel or airline can trust the payment made by the consumer, and 
thus the technology provides a trust-​based environment. Now, when a con-
sumer makes a transaction using a smart contract, they eliminate booking 
using a third-​party website or travel agents and save on booking fees payable 
to the travel agent or another middleman, thus making the transaction from 
the consumer to the relevant industry directly.

The cost of implementing a blockchain network is meager as compared 
to making an online website. Consumers can be connected to a blockchain 
network using only a mobile phone and quickly begin the transaction in a 
tokenized network. With the low cost and simplicity of a blockchain network, 
any industry can deploy this network. Blockchain capabilities make it a tech-
nology that can make any industry grow faster by maintaining trust between 
two parties. The travel industry is one such industry that has just begun to 
adopt this new technology. Changing from an existing platform to a new 
platform may take some time, but use of this latest technology will benefit 
the industry.

7.1.21 � Blockchain in the Hospitality Business

As we have already discussed about the blockchain in a travel business,  
when people travel to a destination, be it for business or a vacation, the hos-
pitality industry serves many of these people. The hospitality industry has  
also entered this technical phase of operation (see Figure 7.7). The way con-
sumers access the services of the hospitality industry and pay for the same,  
such as through the Internet, has completely changed. Also, the middleman/​ 
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agents are making profits through booking and cancellations. According to  
one website, scalablockchain.com, the hotel industry was expected to gen-
erate around 500 billion U.S. dollars in revenue in 2016. This shows how big  
the hotel industry is. One of the major challenges this industry is facing is  
customer retention. It sometimes is difficult to meet the high expectations  
of customers at discounted prices. Different websites are coming into the  
market, with each one giving the best price that will benefit the middleman  
and the customer, but not the hotel. Hence the expectations of the customers  
are always increasing in respect to getting the best service for the money  
paid, which is not possible for all hotels while also giving a cut to agents and  
middlemen, thus they fall short in this sector.

Blockchain technology is gaining popularity in the hospitality sector also. 
Most other sectors are already using this technology and gaining the benefits 
of blockchain technology. Hotels and their suppliers need to update the con-
tent with the latest information constantly, such as new facilities provided 
with pictures and videos for the customers on their websites. A blockchain 
network could provide such a facility by providing a single location where 
all hotels need to update their information by registering themselves and 
storing their updated content on the blockchain network. A blockchain net-
work could be very helpful for making payments easier. Payments are a 
crucial part of the hospitality industry, and blockchain provides a network 
where the payments and transactions can be made in a more secure manner. 
Cryptocurrencies can be used for making the payments and to settle any out-
standing sums. This could reduce the costs incurred by the old methods of 
settling finance such as payments by credit cards or bank transfer. Parties 
involved in the transaction must be eager to obtain and utilize the pertinent 
cryptocurrencies which may be a barrier until the cryptocurrencies are more 
widely used.

A smart contract is a new way of transferring funds to second parties. 
A smart contract is program code which executes automatically. A smart con-
tract can be used to send the funds for making payments to hotels against 
the deposit and for cancellation fees. The automatic execution of a smart 
contract can speed up the transaction process being transferred among the 
parties and save time and work related with the collection and processing of 
payments. When blockchain cryptocurrency is used for payment settlement 
instead of credit cards, the credit card fee incurred during the transaction 
can be eliminated. There are some cases reported of credit card fraud, which 
has been very high in recent years. According to a Nilson report in 2016, 
the worldwide credit card fraud losses were estimated to be around $24.71 
billion. Now, when a funds transaction is completed with smart contracts the 
transaction is done using cryptocurrencies, and credit card fraud will also be 
reduced.

With the blockchain technology entering the hospitality industry 
customers can now directly book a taxi when booking a hotel. All the 
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facilities in addition to the hotel booking can be made directly to the sup-
plier, eliminating the intermediaries. This process can also reduce depend-
ence on a middleman.

A blockchain network could be useful for tracking a guest from leaving 
their home for the airport to the time they check-​in for the flight and even 
reaching the hotel. This tracking information would increase the effective-
ness by reducing the wait time during the check-​in process at the airport and 
thus increase customer satisfaction and thereby increase customer retention. 
When customers are also present in the blockchain network they have the 
right to allow the hotel and other parties in the network to access their infor-
mation. The guest also gets information on who is viewing their data. Hence 
blockchain technology has the capability to give flawlessly incorporated 
guest services without encroaching into the visitor’s privacy.

In the hospitality industry food is another product that customers pay for 
and, when the food served is not of a good enough quality, the customers 
have negative attitudes about the hotel. Hence, tracking and monitoring of 
food items is another major concern. With the blockchain the supply chain 
management can be extended to hotels and restaurants to provide better 
food in terms of quality and safety. The hotel industry should collaborate 
with food suppliers, and the food suppliers should also be added into the 
blockchain network with customers and other parties so that the customers 
can also enquire into and see the origin and quality of the food being served. 
Thus, the hotel and restaurant can build trust with their customers regarding 
the quality and safety of the food served.

7.1.22 � Challenges with Implementing Blockchain

Blockchain technology has great potential to be included in business processes 
and benefit business process management innovatively. A blockchain-​based 
network can be a secure network that provides complete privacy to the net-
work, but companies need to generate revenue at the end of the day. Therefore, 
from an individual organization’s perspective, there are some challenges to 
the adoption of this technology. This technology is still in its early stage, and 
there are some limitations and confusion around specific areas such as system 
performance, scalability, cost, etc., therefore there is a need to understand 
the business goals and try to align them with the choice of technology. For 
example, a public, private or consortium type of blockchain could be used 
and the type of consensus mechanism to be used will also have a profound 
impact on the business of an organization. The most significant challenges 
with the adoption of blockchain technology will be industry standards, but 
what is encouraging is that many industries are using or shortly plan to move 
to this decentralized, immutable technology.

The problem with adopting blockchain technology is moving the existing 
system from one technology to another different technology. Any industry 
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working on a platform and suddenly moving to another platform can be 
challenging for any industry.

Another challenge could be inconsistency with the technology partner. 
Some partners are somewhat more front-​footed and ready to invest their 
money, time and resources into blockchain technology. In contrast, some 
participants are more distracted by other considerations or resources. There 
could be an issue in implementing blockchain technology as the technology 
deployed may be legal in one country and not permitted in another, which 
could be a problem in interorganization businesses, so the technology has to 
global.

Scalability is one of the most significant concerns about blockchain tech-
nology when the payment application is discussed. According to www.
netwo​rkco​mput​ing.com, a visa process may take up to 1667 transactions per 
second, whereas Bitcoin takes three to four and Ethereum handles about 15 
transactions per second. The issue of scalability may decrease the speed of 
transactions and might affect directly or indirectly the business process and 
the parties involved in the blockchain network.

A lack of knowledge regarding blockchain technology is another con-
cern. A blockchain network for food supply chain management includes 
the producer to a customer, who might not have sufficient knowledge 
of working on the technology, which would be a monumental task to 
overcome.

7.2 � Revolutionary Impact of Spectrum Computing,  
Brain Wave Mechanism and Smart Contract in the  
Digital World

7.2.1 � Spectrum Computing in the Digital World

Today, no matter the type of industry, they are speeding toward the outcome,  
which is critical for their mission. They are doing it with the flexibility to meet  
demands whatever the workload would be while minimizing the cost [33].  
IBM spectrum computing is a technology that focuses on these issues. At the  
heart of the solution is the cluster virtualization software. This type of soft-
ware is commonly used in high-​performance computing and it is gaining use  
in data analytics. New-​generation applications and frameworks like big data,  
artificial intelligence and containers do not run on a single system. They run  
on 10s, 100s and 1000s of systems comprised of a computing cluster. Therefore,  
for this, the user needs software that automatically optimizes a computing  
cluster which provides faster results, and is easier to manage and easier to  
scale for multiple operations. With the IBM spectrum computing, users can  
share a group to many users across the lines of a business while running  
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multiple applications simultaneously and on the same infrastructure. This  
might include different versions of an application, for example, numerous  
instances of sparc or Hadoop. Cluster virtualization also enables the consoli-
dation of multiple clusters. This increases the neutralization to deliver better  
performance of the group. At the spectrum computing core is an intelligent  
scheduler that runs the right workload with the right resources at the right  
time, optimizing on-​premises cloud and hybrid resources to deliver better  
service and provide the IT staff with the flexibility to meet the new and chan-
ging needs in the spectrum computing. The priority workloads are handled  
by suspending the lower priority workloads, then resuming the lower pri-
ority workloads after the high-​priority workload is complete. With spectrum  
computing, the clusters are always available. If a server fails, critical services 
and workload are automatically restarted on different servers. With the  
interfaces available, users are able to access and use the clusters. This allows  
the user to focus on the outcomes. In spectrum computing, the comprehen-
sive monitoring, reporting and administration tools allow IT staff to manage  
numerous systems from a single interface. Spectrum computing also helps to  
maximize the current IT investments by supporting a genius architecture like  
power, X86, GPUs, Linux and Windows. The integration of spectrum com-
puting with the latest technologies includes opensource framework like the  
docker, OpenPower, for big data (Hadoop) and containers (SPARC), that will  
support the future growth. IBM’s spectrum computing has a solid and robust  
record of success. Some of the most demanding workloads also run on IBM’s  
spectrum computing with shared computer clusters for over two decades.  
The users of spectrum computing get faster results with minimal downtime  
and at a very low cost (see Figure 7.8).

Faster result

Minimal downtime

Lower cost

FIGURE 7.8
Spectrum computing.
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7.2.2 � Brain Wave Mechanism in the Digital World

A brain wave is the electrical voltage that oscillates in the brain, and measures 
a few millionths of a volt [34]. When a person is in a deep sleep or watching a 
video or maybe taking an exam, the human brain is abuzz with that activity. 
There are millions of electrical pulses passing between the neurons that are 
sending messages to each other. Now, when those signals spread, clusters 
of neurons start getting feedback from the other neurons and a network of 
cells to synchronize their firing. However, it becomes a repeating cycle or 
a brainwave or, according to neuroscientists, also called oscillations. That 
organized electrical activity is strong enough to be detected by electrodes on 
the scalp with a technique called electroencephalography (EEG). EEG allows 
brainwaves to be studied to try to make sense of the brain. The brainwaves 
can be linked to things like consciousness, memory, and maybe even specific 
diseases. There are many different electrical patterns, defined by their fre-
quency. They are measured in cycles or the number of times the neurons are 
firing per second. Brainwaves also vary in amplitude, with lower amplitudes 
as they speed up. There are five mains types, and there are no hard and fast 
rules about their functions, but generally, the higher the frequency of the 
wave [35], the more alert and awake the person is. The slowest of these five 
waves, which are relatively high amplitude, are delta waves. The delta waves 
are typically linked with deep sleep. Slightly faster than delta waves are theta 
waves. Theta waves are often associated with day-​dreaming, being deeply 
relaxed or meditating. After theta waves are alpha waves, which are common 
when the person is awake but very relaxed, such as when the person is sitting 
with their eyes closed. Beta waves are even higher in frequency and lower in 
amplitude and seem to happen when the person is awake but thinking about 
something. The smallest, fastest oscillations are gamma waves. These tend to 
occur when the person is intensely focused on something. Whichever pos-
ition or activity the person is involved with, the reality is that the human 
brain is abuzz with all different frequency waves. However, any particular 
brainwave is very dominant at any specific moment, depending upon what 
the person is doing and how the person feels at that particular point in time. 
Let us suppose a person is sitting in the park and lots of alpha and theta 
waves are present, there will still be some beta waves that might be going on 
in the background. The brain does not have the same frequencies throughout 
an whole episode.

The five types of brain waves recognized are described in Table 7.1.
From the individual reading obtained on an EEG, it has been observed  

that different brain regions are more commonly linked with certain waves.  
Alpha waves, for instance, are usually the strongest at the back of the brain  
in the occipital lobe, which handles a person’s vision. One of the fantastic  
things with brain waves is that these expected frequencies are remarkably  
similar across different species such as cats, bats and humans [36]. However,  
at the same time, they can be very different between individuals. Some  
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neuroscientists have even proposed that a snapshot of all the brain waves  
could be used to identify a person, like a fingerprint. Therefore, in some way,  
measuring brainwaves could be very powerful. Brainwaves punctuated  
with spikes can give signs of a seizure. Recent works have even suggested  
the use of different brainwaves to help us to learn. According to research,  
beta waves might reinforce neural connections to improve memory [37]. At  

FIGURE 7.9
Brain wave samples for different waveforms.
Source: [35].

TABLE 7.1

Types of Brain Waves

Frequency Band Frequency Brain States

Gamma (γ) 35 Hz Concentration
Beta (β) 12–​35 Hz Anxiety dominant, active, external attention, relaxed
Alpha (α) 8–​12 Hz Very relaxed, passive attention
Theta (θ) 4–​8 Hz Deeply relaxed, inward focused
Delta (δ) 0.5–​4 Hz Sleep
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the same time, theta waves are a way of saying to the brain that you have  
forgotten something. Gamma waves are exciting to neurobiologists, too, as  
people with Alzheimer’s disease don’t seem to use them as much as other  
people. However, in an experiment in mice, restoring gamma waves reduced  
beta-​amyloid, the plaque protein associated with the disease.

7.2.3 � Smart Contract in the Digital World

One of the key technology innovations of second-​generation blockchains 
has been developing what are called smart contracts. A smart contract is 
a computer code stored inside a blockchain that includes the contractual 
agreements. Smart contracts are a self-​executable code that comes with the 
terms of agreement or operation directly written in two lines of code stored 
and executed on a blockchain computer [38]. In a traditional sense, a con-
tract is a binding agreement between two or more parties to do or not do 
something. Each party involved must trust the other parties to fill their side 
of the obligation. They are a written or spoken agreement that is intended 
to be enforced by law. An assortment of additional contractual agreements 
forms the institutional foundations of our modern society and economy, 
which have evolved since ancient times. The economy of any country is a 
massive set of contractual agreements that are currently created and enforced 
by a centralized authority, such as insurance companies and banks, which 
are again supported by the higher centralized authority in the system. Our 
society and economies are entirely dependent upon third-​party organizations 
to maintain and enforce those contractual agreements. Smart contracts fea-
ture these kinds of deals to act or not act, but they remove the need for the 
trusted third party between the members involved in the arrangements. This 
is because a smart contract is defined by the computer code and executed 
or enforced by the code itself automatically without discretion at such 
blockchains. Innovative contract technology can remove reliance on the 
centralized system and enable people to create contractual agreements that 
can be automatically enforced and executed by a computer code. These smart 
contacts are decentralized in that they do not exist on a single centralized 
server but are distributed and self-​executing across a network of nodes. This 
means that an untrusted third party can transact with each other in a much 
more fluid fashion without depending upon the third parties to initiate and 
maintain the transaction rules.

Likewise, the smart contract enables autonomy between members that 
means that after it is launched and running an agreement in its initiating, 
agents need not be in further contracts. One example of this situation is one 
in which four people are pooling their money to invest in something that 
will return interest to them. A smart contract could be programmed on the 
blockchain to take any claim created divided into four and send each amount 
to the corresponding wallets of the different stakeholders. A smart contract is 
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then really just an account on the blockchain controlled by the code instead 
of the user because it is on the blockchain; it is immutable, which means 
there is no possibility of changing the code. Thus, the investor is assured that 
they will get their fair share automatically. The code will dictate how the pro-
cess takes place, and no individual has the power to change the code, be it 
an organization, government or censor. Nothing can alter or manipulate the 
smart contract code. In this sense, it is said that code is law in the sense that 
code will definitely execute no matter what. As an example, a logistic com-
pany could use a smart contract to run the code. If I receive cash on delivery 
at this particular location, then it triggers a supplier request to stock a new 
item since the existing article has just been delivered.

A combination of smart contract with a smart contract-​encoded property 
will give an idea of intellectual property [39]. Bright property is property 
whose ownership is controlled through blockchain-​encoded contractual 
agreements. For example, a pre-​established smart contract could automat-
ically transfer the right of a vehicle title from the holding company to the 
individual owner when all the loan instalments have been cleared. The key 
idea of the smart property is controlling the ownership and access to an asset 
by having it registered as a digital asset on the ledger and connecting that to 
a smart contract. In some cases, the physical world hard assets could quite 
literally be controlled through the blockchain.

Like all the algorithms, any smart contract would require an input value 
and can only act if certain predefined conditions are met. When a particular 
deal is reached, the smart contract changes its state and executes program-
matically predefined algorithms, automatically triggering an event on the 
blockchain. Thus, the working of the overall contracts can only be as good 
as the inputted data. If both the data are inputted into the system, then the 
system might give false results. Blockchain cannot access its data outside 
its network, thus requiring some form of trusted data feed as input to the 
system, called an oracle [40]. An oracle is a data feed provided by an external 
service designed for smart contracts on the blockchain. Oracle provide the 
external data and triggers the smart contract executions when some prede-
fined conditions are met. Such a condition could be any data like weather 
temperature or quantity of items in stock. An oracle in the blockchain and 
smart contract context is then an agent that finds and verifies real-​world 
occurrences and provides this information to the blockchain network that the 
smart contract can use. However, an oracle is a third-​party service that is not 
part of the blockchain consensus mechanism. Thus, whether it is a newsfeed 
website or a sensor, the source of information needs to be trustworthy.

There are countless advantages to a smart contract. First, the smart contract 
is automatic, and so it can remove the time and cost associated with man-
aging and enforcing them, making them more efficient as they are cheaper 
and faster to run. Through this form of automation, a much more signifi-
cant amount of exchanges could take place that otherwise would never have 
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happened. In this way, we can see how the distributed ledgers and smart 
contracts are a crucial part in enabling a genuine service to the economy 
where the temporal usage displaces the ownership through the on-​demand 
provisioning of services.

Second, the smart contract could be beneficial in reducing corruption any 
in the world [41]. Since smart contracts are a transparent program code in 
their working and automatic execution, this leaves little room for an organ-
ization or individual to modify it according to their advantage.

Third, they reduce the dependency upon a centralized organization as 
people can set up their contractual agreements peer to peer. Thus, limiting 
the arbitrary power of centralized organizations.

Last, a smart contract can also deliver certainty as they guarantee a specific 
set of predetermined outcomes, enabling all parties to know exactly what 
will happen.

There are also some limitations associated with smart contracts. By auto-
mating the execution of a contract, they are dependent upon formal rules 
with well-​specified inputs and leave very little room for an assortment of 
eventualities which laws may need to be slightly altered because of unfore-
seen circumstances. Many unpredictable and unexpected events in the real 
world could occur, and rules sometimes need to be flexible and adaptable 
to accommodate this fact. This is one advantage of having human over-
sight as people are much more capable of judging such circumstances and 
responding appropriately to complex unforeseen eventualities. Hence, the 
degree to which the smart contract is relative to the kind of environment 
operated in more complex situations, will often need a governing body to 
intervene when needed. This creates new complications surrounding gov-
ernance that are yet to be figured out.
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8
Conclusion

As this book discusses the convergence of blockchain, the IoT, and artificial 
intelligence, it will be a useful handbook for upgrading of readers’  
knowledge, which will enhance a new thought process of interdependent  
components into a common aspect. The digital platforms are the most chan-
ging platforms in the current era, and so their advancement in any platform  
will affect the whole process. The IoT mechanism has faced problems of  
security and privacy concerns as it converges with blockchain technology,  
however the pitfalls have become advantages in the various applications.  
The first chapter gaves an overview of the three technologies, blockchain,  
the IoT, and artificial intelligence with their fundamental aspects described.  
The following chapters explained the transformation of these mechanism in  
correlation with each other, While the final chapters discussed the futuristic  
approaches of these technologies with some examples (Figure 8.1).

FIGURE 8.1
Convergence of blockchain, the IoT, and artificial intelligence.
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